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Abstract

The scaling is a pivotal task to address workload variation that affects the perfor-
mance of mobile networks. In the literature, several approaches propose scaling
methods to the mobile Evolved Packet Core (EPC). However, so far, none of these
approaches have exploited the benefits of elastic scaling to achieve an adaptive
EPC in front of workload variations. In this work, we demonstrate that Network
Functions Virtualization (NFV) allows incorporating elastic scaling to EPC aiming
to address workload variations, and thus, to improve the network performance
and the resources utilization. In particular, we present an elastic scaling mecha-
nism in an NFV-based LTE-EPC, hereinafter, just called virtualized EPC (vEPC), a
deployment of a vEPC that supports elastic scaling capability and a performance
evaluation of each vEPC entity regarding throughput and latency. The evaluation
results reveal a significant increase (∼300%) in throughput and an important de-
crease (∼70%) of latency when the vEPC uses our elastic scaling mechanism.
These results corroborate the importance of including elastic scaling capability to
improve the vEPC performance.
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Chapter 1

Introduction

1.1 Problem Statement

Mobile cellular networks have been rapidly deployed globally and, with the in-
troduction of Long Term Evolution (LTE), service providers are looking to offer
high data rates, multiple services and higher Quality of Service (QoS) [1]. In
LTE networks, access and core refer to the Evolved Packet System. The core
corresponds to the Evolved Packet Core (EPC) that is responsible for controlling
the signaling and data traffic of mobile network; according to Cisco’s Visual Net-
working Index projections, for 2021, there will be around 5500 millions of mobile
phones in the world, and LTE traffic will grow 11 times between 2016 and 2021
[2].

EPC has not evolved as fast as the growing demand for speed, number of ac-
cesses and new applications [3]. Thus, the core of LTE networks faces significant
challenges, including increasing capacity, supporting various types of traffic and
accelerating the Time-to-Market for current and new applications. These chal-
lenges can be addressed with new paradigms such as Network Functions Virtu-
alization (NFV) [4]. In NFV, the network functions are implemented in software
and then run as virtualized instances, allowing the deployment of network func-
tions in commodity hardware [5]. NFV can be a solution to the challenges of

1
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LTE-EPC because it offers mobile operators the ability to virtualize network enti-
ties and manage their virtual and physical infrastructure efficiently [6].

A fundamental benefit of NFV is to provide the scalability that is the ability of a
network to be expanded/contracted without requiring significant changes in its ar-
chitecture, thus, achieving high network performance [7]. There are different scal-
ing methods (i.e., horizontal, vertical, and elastic). Horizontal scaling increases
the number of instances of the network elements. Vertical scaling increases the
capacity of the instances. Elastic scaling scales in both dimensions when the
network load increases (e.g., traffic and number of users) [8]. By using NFV,
virtualized network capabilities can be dynamically scaled on demand to meet a
given network performance requirement [9].

By analyzing network performance, it is possible to observe the behavior of a net-
work service, identify faults and determine the metrics to improve QoS. Therefore,
mobile operators are studying the possibility of scaling their networks through
NFV as an alternative to improve network performance [10]. Analyzing the net-
work performance of an LTE-EPC with elastic scaling capability in an NFV envi-
ronment is important because it allows mobile operators to establish which net-
work core entities require to be scaled, determine a trade-off between vertical and
horizontal scaling, and thus make better use of available resources, and identify,
for example, where are network bottlenecks [5].

In the literature, to provide EPC scalability, diverse methods have been used.
Some authors have horizontally scaled the EPC entities [11, 12, 13, 14, 15, 16,
17]. In turn, vertical scaling has been less incorporated in EPC [18]. Neverthe-
less, the above research is only focused on scaling EPC in one dimension (i.e.,
horizontal or vertical) and does not perform a performance assessment of a mo-
bile network core with elastic scalability capability in an NFV environment. Thus,
the benefits of scaling vertically and horizontally are not determined, which could
be, for example, to simplify management with the centralization of the workload
in entities with higher capacity and to allow high network availability with the dis-
tribution of the workload in multiple entities.

In summary, several works have proposed to apply scaling methods to LTE-EPC
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in NFV environments. However, to the best of our knowledge, none of the pro-
posals analyze the network performance of an LTE-EPC with elastic scalability
capability in an NVF environment. Considering the above-mentioned, we pro-
pose the following research question:

What is the elastic scalability behavior of an LTE-EPC in an NFV environ-
ment?

To answer this research question, we present the following objectives.

1.2 Objectives

1.2.1 General

• Analyze the horizontal and vertical scalability of an LTE-EPC in an NFV
environment.

1.2.2 Specifics

• Adapt an LTE-EPC emulator in an NFV environment.

• Incorporate elastic scalability capability into an NFV-based LTE-EPC.

• Evaluate at emulation level the performance of an NFV-based LTE-EPC re-
garding throughput and latency.
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1.3 Research Contributions

The key contributions provided in this work are:

• An elastic scaling mechanism in a vEPC that determines the scaling method
to support the workload variation in vEPC. This mechanism is formed by
three modules (i.e., Data Collection, Scaling Decision, and Scaling Execu-
tion) and an algorithm that defines its operation.

• A deployment of a vEPC that supports elastic scaling capability. To perform
this deployment, we deployed an open source vEPC from the Indian Institute
of Technology Bombay.

• A performance evaluation of each vEPC entity when it supports elastic
scaling capability. This performance evaluation was performed regarding
throughput, latency, CPU usage, and RAM usage.

• The Grupo de Ingenierı́a Telemática (GIT) and the training research group
ComsoCauca of the University of Cauca have obtained knowledge in mo-
bile networks in an NFV environment. In particular, this undergraduate work
supports the doctoral work of our advisor Carlos Hernán Tobar Arteaga and
was used as a part of the content of the subject Recent Topics in Network-
ing. Also, our deployment of the open source vEPC from the Indian Institute
of Technology Bombay was used as a test scenario by the undergraduate
work Automatic IP Traffic Classification in an NFV-based environment.
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1.4 Publications

The work presented in this monograph was reported to the scientific community
by paper submission to a renowned journal.

• Kelly Tatiana Tobar Ortega, Faiber Botina Anacona, Carlos Hernan To-
bar Arteaga, Oscar Mauricio Caicedo Rendon. Elastic Scaling in the Vir-
tualized Evolved Packet Core. IEEE Transactions on Network and Service
Management.

– Status: Submitted

– Classification: A1 (COLCIENCIAS) and Q1 (JCR)
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1.5 Document Structure

This document has been divided into chapters described below.

• Chapter 1 presents the Introduction that contains the Problem Statement,
Objectives, Research Contributions, Publications and the structure of this
document.

• Chapter 2 presents the Background about the relevant topics concerning
our research. These topics include NFV, EPC, network performance and
scalability.

• Chapter 3 presents the Related Work that describes the research work
closer to our proposal.

• Chapter 4 presents the Elastic Scaling Mechanism. This chapter ex-
poses the motivating scenario and introduces our elastic scaling mecha-
nism formed by three modules (i.e., Data Collection, Scaling Decision, and
Scaling Execution) and an algorithm that defines its operation.

• Chapter 5 presents the Evaluation and Analysis of the vEPC performance
with elastic scaling in an NFV environment regarding throughput and la-
tency.

• Chapter 6 presents Conclusions and Future work. This chapter provides
the main conclusions of our work and important implications for future work.



Chapter 2

Background

In this chapter, we present the background related to our approach. First, we de-
scribe NFV and its architecture. Second, we introduce EPC and its components.
Third, we present important concepts about network performance. Fourth, we
introduce relevant concepts associated with elastic scalability.

2.1 Network Functions Virtualization

NFV is a concept that transforms the way network operators define the archi-
tecture and operation of their network infrastructure since it uses virtualization
technologies to deploy network functions on hardware commodity (e.g., servers,
switches, and storage) [4]. NFV brings significant benefits such as: to incorpo-
rate scalability capacity into the network, reduce Capital Expenditure (CAPEX)
and Operational Expenditure (OPEX), improve the management of the network,
and reduce time-to-market to deploy new network applications [19].

NFV consists of three main elements (see Figure 2.1): Network Function Virtu-
alization Infrastructure (NFVI), Virtualized Network Functions (VNFs) and NFV
Management and Orchestration (MANO). NFVI combines hardware resources
and software that make up the environment where VNFs are implemented [20].

7



2.2. Evolved Packet Core 8

A Network Function (NF) is a functional block within a network infrastructure that
has defined external interfaces and functional behavior, therefore, a VNF is an NF
that is deployed on virtual resources such as virtual machines (VMs) or contain-
ers technology [4]. Virtual resources are an abstraction of the physical resources
of the network, storage, and computing which is achieved through a virtualization
layer [21].

VNF

Virtualiza�on Layer

Compu�ng Storage

VNF VNF VNF

M

A

N

O

Virtual Network Func�ons

NFV Infrastructure

Hardware

Figure 2.1: NFV architecture
Source: [5]

NFV MANO provides the necessary functionality for the configuration and man-
agement of the VNFs and the orchestration of the physical resources and software
that support the virtualization of the infrastructure. It also defines the interfaces
for communication between the different components, as well as coordination with
traditional network management systems such as Operations Support System
(OSS) [22] and Business Support Systems (BSS) [23] to enable the management
of VNFs [24].

2.2 Evolved Packet Core

The current standard for 4G (Fourth Generation) networks is LTE [25]. EPC is
LTE core defined by 3rd Generation Partnership Project for the provision of 4G
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services with the feature of interoperating with 2G and 3G services [26]. The
main functions of EPC are [27]:

• Manage the network congestion to provide QoS to applications such as
voice and video in real time.

• Authenticate and authorize user traffic to facilitate mobility management in
different access contexts.

• Manage terminal mobility between base stations connected to the EPC and
thus, to guarantee users constant network connectivity.

• Add traffic from different access networks to a single Internet gateway to
maintain a traffic density between the radio access network and the network
core.

EPC is composed of four primary entities (see Figure 2.2) [25]: Mobility Manage-
ment Entity (MME), Home Subscriber Server (HSS), Serving Gateway (SGW) and
Packet Data Network Gateway (PGW).

• MME is the control entity in charge of managing the authentication and con-
figuration of the User Equipment (UE) session. This entity handles the sig-
naling related to mobility and security. MME is responsible for the tracking
and the paging of UE in idle-mode.

• HSS is the repository that contains the information related to the end-users
(e.g., authentication keys and UE capabilities). This entity provides support
in mobility management, user authentication, and access authorization.

• SGW and PGW compose the EPC data plane that is responsible for rout-
ing the packets. SGW supports IP data traffic between the Radio Access
Network (RAN) and PGW. Furthermore, SGW configures the uplink and
downlink tunnels for data transfer. PGW sends EPC data traffic to external
IP networks. It is noteworthy that SGW and PGW participate in the control
operations as well as MME.
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EPC

Control Plane 

MME

SGW PGW

HSS

Figure 2.2: Evolved Packet Core
Source: [28]

The EPC control plane operates as follows (see Figure 2.3). When a UE requires
to connect to an LTE network makes an attach request and when it needs to
disconnect makes a detach request [29]. To perform a UE attach process, a
radio connection must first be established between UE and eNodeB, then UE
sends an attach request to MME via eNodeB; the attach request includes the
International Mobile Subscriber Identity that identifies UE. The attach process
involves sub-process such as user authentication, security and session setup,
as follows: MME performs UE authentication by using HSS. HSS updates the
UE data and sends a response to MME. Then the security setup includes key
encryption to ensure communication between UE and MME. After the successful
security setup, in session setup, a default “bearer” is created for UE through the
packet core. During this process, an IP address is assigned to UE from PGW, and
Tunnel Endpoint Identifier values for this “bearer” are exchanged among eNodeB,
MME, SGW, and PGW. At the end of this process, a tunnel is established for
data traffic between UE and PGW via SGW. Finally, when a UE sends a detach
request, the entire UE state is cleared from all EPC entities. Then the MME sends
the detach response to the UE via eNodeB.

There can be situations in which a UE movement could trigger a change in net-
work IP address. In such situations, UE mobility process are initiated to handover
the UE to a new eNodeB according to the current location of the UE. In a handover
process, the source eNodeB after getting measurement reports from the UE de-
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cides to handover to a target eNodeB and makes handover request to the source
MME. After receiving the handover request, the source MME and the target MME
communicate and decide to handover the UE connection to the new eNodeB and
the SGW transfers its tunnel to the target eNodeB. After the successful handover,
resources allocated for the UE are removed at the source side.

Figure 2.3: EPC control plane operation
Source: [30]
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2.3 Network Performance

Performance is the set of capacity, latency and Reliability, Maintainability, and
Availability (RMA) levels in a network [31]. Capacity includes bandwidth and
throughput metrics, latency includes Round Trip Time (RTT) and delay variation,
and RMA includes features such as reliability, maintainability, and availability; the
metrics analyzed depend on the type of network [32]. The main metrics for eval-
uating the performance of a network are [33]:

• Capacity is the measure of the network ability to transfer information (e.g.,
voice, data and video).

• Latency is the measure of the time difference in the transmission of infor-
mation (e.g., bit, byte, frame, and packet) from source to destination.

• Reliability is the frequency of failure of the network and its components.

• Maintainability is the measure of the time to restore the system to full op-
erational status after it has experienced a fault.

• Availability is the relationship between the frequency of critical failures and
the time to restore service.

It is to highlight that in the EPC control plane context, throughput refers to the
number of registrations (i.e., attach and detach processes) successfully com-
pleted by the EPC per second, and latency refers to the time that a UE takes
to perform the attach and detach processes [34]. Furthermore, in the NFV con-
text is important to include in the performance evaluation metrics such as CPU
and RAM [35].

• CPU is the percentage of use of each processing core assigned to a virtual
instance.

• RAM is the measure of the consumption of Megabytes assigned to a virtual
instance.
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To improve the behavior of network performance metrics, scaling methods can
be employed to increase the network ability to adapt to variations in the network
workload [36]. Scaling methods allow to a network to support more users, of-
fer new services, and provide high QoS to meet a given network performance
requirement [37].

2.4 Scalability

Scalability is the network ability to continue to function with acceptable perfor-
mance when the workload has been significantly increasing [38]. If the target of a
network is to increase the number of users that support while maintaining its cur-
rent performance, it has to evaluate the possible options: by using a distribution
of hardware and software or more powerful hardware.

In the NFV context, scalability is employed in VNFs that can be dynamically scaled
according to network performance requirements [39]. The main scaling methods
are [40]:

Vertical scaling (up/down) is the ability to scale by expanding (up)/ decreasing
(down) a resource that is assigned to a VNF (e.g., memory, CPU capacity, and
storage). This scaling method does not imply any significant modification at the
structural level, which makes it a good option because it makes easy its man-
agement. However, this scaling method has a limiting aspect, by increasing the
power based on hardware capacity, there will come a time when there will be a
hardware limitation [41].
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Decrease resources 

(scaling down)

Increase resources 

(scaling up)

Figure 2.4: Vertical scaling
Adapted from source: [42]

Horizontal scaling (out/in) is the ability to scale by adding (out)/removing (in)
instances (e.g., VMs, processing and storage equipment). This scaling method is
about improving network performance from an overall architectural improvement
perspective by distributing the workload between multiple instances, as opposed
to increasing the power of a single instance. As the main limitation, this scaling
method involves a major modification in the design of the network architecture
[43].

Remove instances

(scaling in)

Add instances

(scaling out)

Figure 2.5: Horizontal scaling
Adapted from source: [42]

Elastic scaling is the ability to scale in both dimensions (i.e., horizontal and ver-
tical) [44]. This scaling method combines the benefits of vertical and horizontal
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scaling to adapt to workload variations and make good use of available resources.
The network needs to be able to increase or decrease hardware resources of the
instances or including/deleting the number of virtual instances [45].

Ver�cal scaling Horizontal scaling

Elas�c scaling

Figure 2.6: Elastic scaling
Adapted from source: [42]



Chapter 3

Related Work

This chapter describes the related work closer to our proposal. First, we present
the related work about the use of horizontal scaling in EPC in an NFV environ-
ment. Second, we introduce the related work about the use of vertical scaling in
EPC in an NFV environment. Third, we expose some final remarks. It is important
to highlight that to the best of our knowledge, up to now, elastic scaling has not
been deployed on a mobile network core.

3.1 Horizontal Scaling

Some investigations have proposed an MME architecture to support horizon-
tal scaling based on three components: a front-end, a set of workers, and a
database. Front-end behaves like a proxy that maintains interfaces to other EPC
entities. One or more workers nodes that process the control traffic. The database
stores the worker state, which makes the workers behave as stateless ones.
Thus, the front-end and database are transparent to other entities (e.g., SGW and
PGW) and the workers scale horizontally to face the network workload [11, 12].
Following the same architecture, MME, SGW, and PGW can be deployed as clus-
ters of replicas that share the incoming workload. Each EPC entity is composed
of replicas (i.e., workers), a load balancer (i.e., front-end) that distributes the in-

16
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coming workload among the replicas by using a round-robin policy and a shared
database that stores the replicas state with several state synchronization options
(i.e., no sync, session sync and always sync). The performance evaluation of this
architecture presents that always sync option imposes a performance penalty of
71% regarding latency and 75% regarding throughput compared to no sync op-
tion [16].

In previous work of our advisors [13], they propose an adaptive mechanism that
can perform horizontal scaling of vEPC by considering only MME. They consider
a virtualized MME (vMME) that can scale by increasing or decreasing the number
of instances of its service logic, and a network manager responsible for select-
ing the number of instances to perform the scaling. The mechanism combines
Q-Learning and system models based on Gaussian Processes. These mod-
els allow estimating the performance of a network service, and a Q-Learning
agent improves its scaling policy by using them. By simulations, they evaluate
their mechanism to manage variations of Mean Response Time in a mobile net-
work core, corroborating that their mechanism is more accurate than approaches
based on static threshold rules and Q-Learning without the use of models for
policy improvement.

SCALE is a framework for performing horizontal scaling of MME. The MME func-
tionality is re-designed into two parts: a load balancer and an MME processing
cluster. The authors by using consistent hashing take advantage of the access
patterns of available devices registered in MME to intelligently reduce memory
usage. Thus, the re-use of sessions created by the entity allows MME to allocate
fewer resources to processing link creation requests for data and control traffic.
The evaluation results reveal that SCALE reduces the processing delay of control
plane messages from 1 second to 250 ms [14].

Cloud Native Solution for Mobility Management Entity (CNS-MME) is a proposal
for performing horizontal scaling of MME based on a micro services architec-
ture. This architecture deploys a CNS-MME as a virtualized micro services cluster
where a load balancer separates the control processes (i.e., attach and detach)
and delivers them separately to groups of VNFs intended for each process. The
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other entities (i.e., HSS, SGW, and PGW) are also deployed as VNFs in contain-
ers technology. CNS-MME is highly available and supports automatic scaling to
horizontally scale the micro-service required for load balancing. The authors de-
termine that the CNS-MME performance is higher (approx. 7%) than a monolithic
MME architecture, and also reduces processing resource consumption ( approx.
26%) [15].

SGW and PGW can be scaled horizontally in a virtualized environment by consid-
ering two approaches. The first one, it is the deployment of SGW and PGW within
a single virtual machine that handles data and control traffic (combined model).
The second one, it is the deployment of SGW and PGW that relies on separat-
ing the processing of the control and user plane on different VMs (decomposed
model). The authors evaluate the benefits of the dynamic adaptation of SGW and
PGW resources to face the traffic demand for the two approaches. This evalua-
tion reveals that decoupling data and control plane in SGW and PGW provides
better adaptability to traffic fluctuation [17].

3.2 Vertical Scaling

A mechanism to scale a cloud-based 5G mobile system vertically can trigger scal-
ing by using threshold values. The authors by using a decision-making module
decide when triggering a vertical scaling based on Mean Opinion Score and the
resources usage regarding CPU and RAM usage. This decision-making module
indicates when to extend or reduce the physical resource allocated per instance
while preventing a service disruption [18].

3.3 Final Remarks

In the NFV research, several works have proposed the use of scaling methods in
EPC. Most of the works have used horizontal scaling since it provides high avail-
ability and performance because of the distribution of the workload in multiple
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instances of the EPC entities. In turn, vertical scaling represents a good cost-
benefit ratio for mobile operators because the increase in resources per EPC
entity makes easier the network management. To the best of our knowledge, up
to now, elastic scaling has not been deployed on a mobile network core. The re-
search about the use of horizontal or vertical scaling in vEPC is presented below.

Scaling Method

Investigations Environment Entity
Horizontal

Scaling
Vertical
Scaling

Elastic
Scaling

[11] EPC MME X

[12] EPC MME X

[13] EPC MME X

[14] EPC MME X

[15] EPC MME X

[16] EPC MME, SGW, PGW X

[17] EPC SGW, PGW X

[18] EPC MME X

Our proposal EPC MME, SGW, PGW X X X

Table 3.1: Scaling proposals in vEPC with scaling methods

Table 3.1 introduces the most important related work to our approach. This table
reveals four facts:

• Most of the proposals focus on scaling the MME.

• Most of the proposals have performed horizontal scaling.

• The work that applies vertical scaling only focus on MME.

• To the best of our knowledge, none of the works have incorporated elastic
scaling in EPC.

Unlike the above works, we propose an elastic scaling mechanism that allows
EPC entities to deal with workload variations. Also, the performance analysis of
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individual EPC entities to determine which entity requires to be scaled to improve
the EPC performance.



Chapter 4

Elastic Scaling Mechanism

In this chapter, first, we expose a motivating scenario. Second, we present the
elastic scaling mechanism formed by three modules (i.e., Data Collection, Scaling
Decision, and Scaling Execution) and an algorithm that defines its operation.

4.1 A Motivating Scenario

Before introducing our elastic scaling mechanism, let us consider a vEPC sce-
nario. Figure 4.1 presents vEPC with specific resources in memory, number of
cores, and storage. These resources allow vEPC to handle the control traffic.
When the number of concurrent users of vEPC increases, the set of static re-
sources assigned to vEPC could not support the workload. As a consequence,
the end-users QoS will degrade. When the number of concurrent users de-
creases, vEPC is usually over-provisioned and, thus, it wastes resources.

Figure 4.1a illustrates a particular case where the number of concurrent users
increases and therefore, the amount of control traffic supported by vEPC. To ad-
dress the above scenario, network operators can perform different actions. The
first one, it is to support the workload when the number of concurrent users is be-
low the first limit (Region A) by a vEPC without scaling. The second action, it is to

21
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apply vertical scaling to vEPC when the number of concurrent users exceeds the
first limit and is below the second limit (Region B). Third, it is to incorporate hori-
zontal scaling to vEPC when the number of concurrent users passes the second
limit (Region C).

Figure 4.1b presents a daily case where the workload of vEPC varies during the
day. To face the workload variation is necessary to apply elastic scaling to vEPC
and thus, take advantage of both vertical and horizontal scaling. In this paper,
we propose an elastic scaling mechanism that determines the scaling method to
support the workload variation in vEPC and avoid the resources wasting.

(a) Vertical and horizontal scaling

(b) Elastic scaling

Figure 4.1: Motivating scenario
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4.2 General Operation of the Mechanism

Figure 4.2 presents the high-level operation of our mechanism. First, we define
regions of performance behavior (i.e., regions I, II, and III) to trigger our elas-
tic scaling mechanism. These regions are initially established by making ad-hoc
measurements and performing a performance evaluation from the variation of
the number of concurrent users to determine threshold values of the number of
concurrent users (i.e., Cusers1 and Cusers2) and the number of registrations per
second (i.e., Th1 and Th2) supported by vEPC with static resources allocation.
Second, when the regions are defined the mechanism operates as follows. If the
vEPC performance is in the region I, the mechanism does not perform any ac-
tion because vEPC with static resources allocation can support the workload. If
the vEPC performance passes from Region I to Region II, the vertical scaling is
activated. Thus, it is necessary to increase the resources per VNF to face the
workload. If the performance passes from Region II to Region III, the horizon-
tal scaling starts, and, it is required to create one or more VNFs to support the
workload. If the performance passes from Region III to Region II, it is necessary
to delete one or more VNFs to handle the workload. If the vEPC performance
passes from Region II to Region I, the vertical scaling is activated, and, it is re-
quired to decrease the resources per VNF to support the workload. Finally, the
performance at the output of the mechanism is feedbacked for continuous evalu-
ation and, thus, tunning the decision thresholds when needed. Thus, vEPC can
handle the workload variations by using our elastic scaling mechanism.
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Figure 4.2: Elastic scaling mechanism
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4.3 Elastic Scaling Algorithm

By using pseudo-codes, we detail the processes to perform the elastic scaling in
vEPC (see Algorithm 1). Our algorithm has as input data a number of concur-
rent users (n), vEPC performance metrics, vEPC performance thresholds, and a
configuration of vEPC entities. The algorithm results are the performance metrics
with the adjustments provided by the elastic scaling and a scalability configuration
for vEPC.

For each discrete time (t) defined by the network administrator, throughput val-
ues are monitored for a specific number of concurrent users (n). From these
values, the network administrator obtains an initial behavior of the vEPC perfor-
mance and defines the throughput thresholds (i.e., Th1 and Th2) and the number
of concurrent users that generate them (i.e., Cusers1 and Cusers2). These thresh-
olds define the regions of performance behavior where a scaling method must be
incorporated.

Our algorithm operates as follows. If throughput value is lower than the first
throughput threshold (Th1) and the number of concurrent users is lower than the
first number of concurrent users threshold (Cusers1), it indicates that the vEPC per-
formance is in Region I and the vEPC with fixed resource allocation must address
the workload.

If throughput value is between the two throughput thresholds (Th1 and Th2) and
the number of concurrent users is between the two thresholds of concurrent users
(Cusers1 and Cusers2), it indicates that the vEPC performance is in region II and ver-
tical scaling must be applied. To perform the vertical scaling, the network admin-
istrator determines one vertical scaling configuration and assigns the resources
per vEPC entity required to support the workload.

Finally, if throughput value exceeds the second throughput threshold (Th2) and
the number of concurrent users is above the second threshold of concurrent users
(Cusers2), it indicates that the vEPC performance is in region III and horizontal scal-
ing must be applied. To perform the horizontal scaling, the network administrator
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determines one horizontal scaling configuration and assigns the number of vEPC
entity instances required to support the workload.

Data: Number of concurrent users (n), performance metrics (e.g., throughput,
latency, CPU usage), performance thresholds (e.g., Th1, Th2, Cusers1,
Cusers2), an vEPC scaling configuration

Result: Performance metrics (i.e., throughput, latency, CPU usage) and a new
vEPC scaling configuration

for each t do
if throughput < Th1 and n < Cusers1 then

Region I;
Activate vEPC configuration with static resources allocation→ MME(),
SGW(), PGW();

else if Th1 ≤ throughput < Th2 and Cusers1 ≤ n < Cusers2 then
Region II;
Activate vEPC configuration with vertical scaling→ MME(# resources),
SGW(# resources), PGW(# resources);

else if throughput ≥ Th2 and n ≥ Cusers2 then
Region III;
Activate vEPC configuration with horizontal scaling→ MME(# instances),
SGW(# instances), PGW(# instances);

end
Algorithm 1: Elastic scaling

4.4 Modules of the Scaling Mechanism

Figure 4.3 illustrates our mechanism formed by three modules called Data Col-
lection, Scaling Decision and Scaling Execution. The Data Collection module is
in charge of monitoring and collecting data from vEPC. This module takes mea-
surements of the vEPC performance (i.e., throughput, latency, CPU usage, and
RAM usage) when the number of concurrent users varies. Once the performance
data are captured, this module stores the data and plots the performance met-
rics vs. the number of concurrent users to graph the performance behavior of
the vEPC and thus, define the maximum workload than vEPC can support. From
the performance metrics, the network administrator can determine when vEPC
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is becoming saturated, and this allows our mechanism to define the thresholds
values to obtain a vEPC performance target. Finally, the Data Collection module
provides to Scaling Decision module the information about vEPC performance.

Figure 4.3: Modules of the scaling mechanism

The Scaling Decision module is responsible for selecting the scaling method to
deal with the workload variation. In this module our mechanism determines, from
the performance data, the thresholds values that define the regions of perfor-
mance behavior where a scaling method must be incorporated. Thus, this mod-
ule establishes a maximum number of concurrent users that can be supported
by vEPC without scaling, with vertical scaling, and with horizontal scaling. Fi-
nally, the Scaling Decision module provides to the Scaling Execution module the
scaling method to be applied.

The Scaling Execution module is in charge of applying the scaling method to
vEPC. To perform the vertical scaling, our mechanism increases or decreases the
resources allocated to vEPC entities. To perform horizontal scaling, our mecha-
nism adds or removes the instances of the vEPC entities. Furthermore, if the
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Scaling Decision module does not indicate the need for scaling, the workload
must be supported by EPC without scaling. It is important to highlight, that the
Data Collection module is monitoring the vEPC performance continuously and, if
the workload varies, the Scaling Decision module takes actions again to ensure
high performance and proper use of vEPC resources.



Chapter 5

Evaluation and Analysis

This chapter presents the evaluation results of our mechanism. First, we expose
the test environment. Second, we present the evaluation and performance anal-
ysis of the vEPC including baseline, vertical, horizontal, and elastic scaling.

5.1 Test Environment

To evaluate our mechanism, we deployed an open source vEPC from the Indian
Institute of Technology Bombay (IIT Bombay) [34]. The IIT Bombay vEPC, here-
inafter, just called B-vEPC simulates the behavior of a typical EPC that handles
control and data traffic. B-vEPC has two versions: version 1.0 that is a monolithic
implementation of vEPC, and version 2.0 that is a distributed implementation of
vEPC. In our evaluation, version 1.0 was used to define the vEPC baseline and
vertical scalability. Version 2.0 was used to analyze the behavior of vEPC with
horizontal scalability.

Since we were focused on assessing the elastic scalability from the B-vEPC when
it handles control traffic, the performance evaluation was performed regarding
throughput, latency, CPU usage, and RAM usage. Throughput refers to the num-
ber of registrations (i.e., attach and detach processes) successfully completed by

29
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the B-vEPC per second [46]. Latency is the time that a UE takes to perform the
attach and detach processes [47]. Regarding CPU and RAM usage is considered
in a saturation level when it reaches values higher than 90% in any entity [48]. To
perform the evaluation, we varied the number of concurrent users using B-vEPC
to determine its performance behavior. The number of users for each evaluation
was 10, 25, 50, 100, and 200. B-vEPC supports a maximum of 200 concurrent
users. This number of concurrent users is not a limiting factor because, for exam-
ple, B-vEPC can generate 16440 registrations during 120 seconds, it means 137
registrations per second. In all evaluation cases, we took the average values for
30 measurements with a 95% confidence level and performed all the tests during
120 seconds. It is important to highlight that to evaluate our mechanism we used
the data center provided by the project Telco 2.0 of the University of Cauca. In this
way, each B-vEPC entity ran on an Ubuntu 14.04 VM hosted by a Blade Server
with two processors Intel Xeon E5-2600 v3. We used as virtualization platform
VMware vSphere 6 to run each VM.

5.2 Performance with Static Resources Allocation -

Baseline

Figure 5.1 illustrates B-vEPC to obtain the baseline, where each entity run on
Ubuntu 14.04 VM as a VNF based on the client/server paradigm. Each entity
acts as a client by sending requests (e.g., user attach request) to the next en-
tity that processes the request and sends the responses. RAN is a module that
combines UE and eNodeB functionalities and generates control traffic to B-vEPC
core. RAN does not implement the radio processes that take place between UE
and eNodeB; it only focuses on the traffic that B-vEPC core handles. RAN gen-
erates multiple threads related to attach and detach processes and also handles
communication with MME. B-vEPC responds to UE attach and detach processes
for control traffic. Attach is the process used to connect the UE to the B-vEPC
core and includes the authentication, security and session setup. Detach is the
process used to disconnect UE from the B-vEPC core. It is important to highlight
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that MME, HSS, SGW, and PGW are involved in UE attach and detach processes.
Table 5.1 presents the resources assigned to B-vEPC for the baseline [34].

B-vEPC core

VM VM

VM VM

VM

Control Plane 

B-vEPC

B-vEPC RAN

Figure 5.1: B-vEPC for the baseline

Entity
Hardware Resources

RAM
GB

CPU
Cores

Storage
GB

RAN 4 4 10
MME 1 1 10
HSS 2 1 10
SGW 1 1 10
PGW 1 1 10

Table 5.1: Resources assigned to B-vEPC for the baseline

Figure 5.2 depicts the baseline evaluation results of B-vEPC regarding through-
put. We perform stress tests by using 200 concurrent users that allow generating
137 registrations per second during 120 seconds that generates a total of 16440
registrations. The evaluation results reveal that the slope of throughput is posi-
tive up to 50 concurrent users. From this point, when the number of concurrent
users increases, the slope of throughput is less steep. These results mean that
the number of attach and detach processes that B-vEPC can complete is con-
strained after 50 concurrent users.
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Figure 5.2: Throughput in the baseline evaluation

Figure 5.3 presents the baseline evaluation results of B-vEPC regarding latency.
The evaluation results reveal that latency is lower than 100 ms up to 50 concurrent
users, however, from this point, the latency increases up to 230 ms. These results
are in accordance with the obtained throughput, and it means that after 50 con-
current users, the time to perform the attach and detach processes increases and
then, a fewer number of attach and detach processes are successfully completed
by B-vEPC.
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Figure 5.3: Latency in the baseline evaluation

Figure 5.4 depicts the B-vEPC baseline evaluation results regarding CPU usage.
These results reveal that the use of CPU in MME and SGW is near to 90% for
50 concurrent users and near to 96% for 200 concurrent users. Nevertheless,
the use of CPU in PGW increases as maximum 59%. This CPU behavior indi-
cates that MME and SGW are at saturation levels and, so, the number of control
processes that can support is limited.
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Figure 5.4: CPU usage in the baseline evaluation

Figure 5.5 illustrates the B-vEPC baseline evaluation results regarding RAM us-
age. These results reveal that the maximum use of RAM is 620 MB. This RAM
behavior indicates that RAM is not saturated for any workload variation and, there-
fore, it is expected that RAM presents a low influence on the performance behav-
ior of the baseline measured for B-vEPC.
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Figure 5.5: RAM usage in the baseline evaluation

To sum up, the baseline evaluation of B-vEPC reveals that:

• MME and SGW play an important role in control plane processes.

• In particular, we identified bottlenecks in MME and SGW that limit B-vEPC
performance.

• The RAM has a low influence on the B-vEPC performance.

5.3 Performance with Vertical Scaling

To scale B-vEPC vertically, we varied the processing capacity of the EPC entities
involved in control plane processes. In particular, we increased the number of
processing cores per entity of B-vEPC to analyze the performance behavior re-
garding throughput, latency, and CPU usage. Note that we did not analyze RAM
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because our previous baseline analysis revealed the low incidence of RAM in the
B-vEPC performance.

In our vertical scaling evaluation, three cores were deployed per entity giving a
total of 27 alternatives. All possible configurations were analyzed, however, for the
sake of brevity only the most important results are discussed. Table 5.2 presents
the most significant configurations performed per entity. Vx denotes Configuration
number 1, 2, 3 or 4 for vertical scaling. The configurations were performed to
determine the entities that require vertical scaling to meet the workload based on
its use of CPU.

Entity
Config V1 Config V2 Config V3 Config V4

RAM
GB

CPU
Cores

RAM
GB

CPU
Cores

RAM
GB

CPU
Cores

RAM
GB

CPU
Cores

MME 1 2 1 1 1 2 1 3
SGW 1 1 1 2 1 2 1 3
PGW 1 1 1 1 1 1 1 1

Table 5.2: B-vEPC configurations for vertical scaling

Figure 5.6 illustrates the evaluation results of the B-vEPC performance for vertical
scaling regarding throughput. We perform stress tests by using 200 concurrent
users that allow generating 392 registrations per second during 120 seconds that
generates a total of 47040 registrations. The vertical scaling evaluation results
reveal that:

• Scaling both MME and SGW is better (approx. 63%) than scaling just MME
or SGW.

• With two CPU cores in MME and SGW (Config V3), throughput is higher
(approx. 80%) than baseline.

• With three CPU cores in MME and SGW (Config V4), the throughput is
greater (approx. 89%) than the baseline.



5.3. Performance with Vertical Scaling 37

• Increasing more than three CPU cores in MME and SGW does not lead
to a better performance regarding throughput because the resources are
over-provisioned without obtaining a significant increase in throughput.

Figure 5.6: Throughput with vertical scaling

Figure 5.7 depicts the evaluation results of the B-vEPC performance for vertical
scaling regarding latency. These latency results reveal that scaling both MME and
SGW is lower (approx. 54%) than scaling just MME or SGW, and lesser (approx.
70%) than the baseline. Furthermore, with three CPU cores in MME and SGW
(Config V4), the latency is lower (approx. 5%) than with two CPU cores in MME
and SGW (Config V3).
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Figure 5.7: Latency with vertical scaling

Figure 5.8 presents the B-vEPC performance evaluation results regarding the use
of CPU in MME. According to these results, the MME from the baseline quickly
becomes saturated and reaches levels of 97% of CPU usage for 200 concurrent
users. This saturation indicates that MME requires horizontal scaling to handle
control processes. When MME is vertically scaled, the maximum use of CPU
in MME is 65% for 200 concurrent users. SGW is also vertically scaled (Config
V2) to test its relevance in the control plane processes. The evaluation results
reveal that scaling only SGW leads to increase the use of CPU in MME because
SGW generates an increasing workload to MME. When we performed a uniform
vertical scaling of MME and SGW, the use of CPU in MME does not exceed the
CPU saturation level.
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Figure 5.8: CPU usage in MME with vertical scaling

Figure 5.9 illustrates the B-vEPC performance evaluation results regarding the
use of CPU in SGW. According to these results, the SGW from the baseline
quickly becomes saturated. When MME is scaled (Config V1), it quickly leads
to SGW to CPU saturation because MME sends too many control requests to
SGW. Furthermore, when we performed a uniform vertical scaling of MME and
SGW, the use of CPU in MME does not exceed the CPU saturation level. This
CPU behavior corroborates the relevance of MME and SGW in control processes
and, thus, the importance of scaling both MME and SGW.
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Figure 5.9: CPU usage in SGW with vertical scaling

Figure 5.10 depicts the B-vEPC performance evaluation results regarding the use
of CPU in PGW. These results reveal that although PGW handles the control re-
quests received from SGW, its use of CPU does not exceed the CPU saturation
level in any of the vertical scaling configurations. This saturation behavior indi-
cates that PGW does not require vertical scaling for handling the workload since
PGW does not affect the B-vEPC performance.
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Figure 5.10: CPU usage in PGW with vertical scaling

To sum up, the B-vEPC performance evaluation for vertical scaling provides the
following results.

• The number of processing cores is the most relevant resource to handle the
control processes.

• PGW does not require vertical scaling for 200 concurrent or less because it
does not exceed the CPU saturation level in any configuration.

• To obtain the highest performance value of B-vEPC with vertical scaling, it
is necessary to scale both MME and SGW and assign resources uniformly.

• Scaling vertically with three CPU cores in MME and SGW (Config V4) does
not represent a significant improvement in performance regarding through-
put and latency compared with scaling with two CPU cores in MME and
SGW (Config V3). Considering the above results, to improve the perfor-
mance of B-vEPC another scaling method should be used.
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5.4 Performance with Horizontal Scaling

Figure 5.11 presents the B-vEPC defined to perform horizontal scaling. This B-
vEPC consists of a set of clusters per vEPC entity (i.e., MME, SGW, and PGW).
Each cluster is composed of a load balancer, workers, and a data store. The load
balancer uses the round robin algorithm [49] to distribute the control traffic among
the workers. The workers are exact replicas of the B-vEPC entities used in the
baseline evaluation that are connected to the load balancer and the data store.
The data store is in charge of storing the workers states, and its primary function
is to guarantee the entity is fault tolerance. For instance, if a worker fails, the data
store assigns the workload to another worker that is in operation.

MME cluster

Control Plane 

HSS

VM

RAN

VM

VM

MME

VMVM

MME

VMVM

MME

VMVM

DS

VM

VM

MME
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DS

VM

VM

MME
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SGW cluster PGW cluster
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Figure 5.11: B-vEPC for horizontal scaling
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In our horizontal scaling evaluation, three workers were deployed per cluster giv-
ing a total of 27 alternatives. All possible configurations were analyzed, however,
for the sake of brevity only the most important results are discussed. Table 5.3
presents the most significant configurations performed per cluster. Hx denotes
Configuration number 1, 2, 3, 4, 5 or 6 for horizontal scaling. Table 5.4 presents
the resources assigned to B-vEPC for horizontal scaling [16].

Cluster
Config H1 Config H2 Config H3 Config H4 Config H5 Config H6
Workers Workers Workers Workers Workers Workers

MME 2 2 3 3 3 3
SGW 1 2 1 2 3 3
PGW 1 1 1 1 1 2

Table 5.3: B-vEPC configurations for horizontal scaling

Entity
Hardware Resources

RAM
GB

CPU
Cores

Storage
GB

RAN 4 4 10
MME 1 1 10
HSS 2 1 10
SGW 1 1 10
PGW 1 1 10

LOAD BALANCER 2 1 10
DATA STORE 2 2 15

Table 5.4: Resources assigned to B-vEPC for horizontal scaling

Figure 5.12 illustrates the evaluation results of the B-vEPC performance for hori-
zontal scaling regarding throughput. We perform stress tests by using 200 concur-
rent users that allow generating 592 registrations per second during 120 seconds
that generates a total of 71040 registrations. The horizontal scaling evaluation
results reveal that:
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• With two workers in MME cluster (Config H1), throughput is better (approx.
16%) than baseline.

• With three workers in MME and one worker in SGW clusters (Config H3),
throughput is higher (approx. 36%) than baseline.

• By increasing the number of workers in equal proportion per cluster, through-
put increases around 186% with two workers in MME and SGW clusters
(Config H2) and 308% with three workers in MME and SGW (Config H5).

• Two workers in PGW cluster (Config H6) does not generate a significant
improvement in performance regarding throughput.

• Increasing only the number of workers in the MME cluster becomes a bottle-
neck between MME and the SGW clusters because SGW cannot respond
to the requests from the MME cluster. Thus, to obtain the highest through-
put, it is necessary to increase the number of workers in MME and SGW
uniformly.

Figure 5.12: Throughput with horizontal scaling
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Figure 5.13 depicts the evaluation results of the B-vEPC performance for hori-
zontal scaling regarding latency. These results reveal that the latency increases
as long as the number of workers per cluster increases. For instance, with three
workers in MME and SGW clusters (Config H5), the latency is higher (approx.
8%) than the baseline. Although throughput increases because the workers dis-
tribute the workload to respond to more requests, B-vEPC with horizontal scaling
adds latency. This increasing latency means that, for instance, the services with
low latency requirement (e.g., augmented reality, high-definition video streaming,
and gaming) could face service performance degradations.

Figure 5.13: Latency with horizontal scaling

To sum up, the B-vEPC performance evaluation for horizontal scaling provides
the following results.

• MME and SGW are the clusters that most affect the performance.

• PGW does not require horizontal scaling for 200 concurrent or less because
increasing the number of workers in PGW does not achieve a significant
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improvement in control plane performance.

• To obtain the highest throughput, it is necessary to increase the number of
workers in MME and SGW uniformly.

• Although throughput increases because the workers distribute the workload
to respond to more requests, B-vEPC with horizontal scaling adds latency.

5.5 Performance with Elastic Scaling

To evaluate our elastic scaling mechanism, we used three configurations, one
from the baseline, one from the vertical scaling and another one from the hor-
izontal scaling. We selected from vertical scaling Config V3, where MME and
SGW have two processing cores, and PGW has one processing core. From the
horizontal scaling, we selected Config H5, where MME and SGW clusters have
three workers, and PGW is not scaled. We selected these configurations because
they maintain a good balance between the resources consumed and the behavior
of the performance metrics. The evaluation of the mechanism has as its starting
point the B-vEPC for baseline.

To trigger our elastic scaling mechanism, we established regions that determine
when to pass from one scaling method to another one. Figure 5.14 depicts the
three regions framed by a number of concurrent users and their throughput for
three different B-vEPC configurations. These regions define the behavior of our
mechanism. For instance, if the B-vEPC workload is in the region I, the mecha-
nism does not perform any action because B-vEPC for baseline can support the
workload. If the B-vEPC workload increases and passes to Region II, the vertical
scaling is activated. At last, if B-vEPC workload is in Region III, the horizontal
scaling starts. Similarly, if the B-vEPC workload decreases and passes to Region
II the mechanism return to vertical scaling to handle the workload. Moreover, if
the workload is low and passes to Region I the mechanism uses the B-VEPC for
baseline to support the workload.
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Figure 5.14: Working regions of the elastic scaling mechanism

Number of concurrent users
Scaling Method

50 100 150
Baseline 90.47% 98.54% 99.82%
Vertical 68.85% 90.30% 96.82%

Horizontal 68.25% 78.5% 87.99%

Table 5.5: B-vEPC throughput

To define the regions I, II and III, we took as a reference the throughput capacity
from of the baseline, the vertical scaling (Config V3) and the horizontal scaling
(Config H5). We calculated the percentage of the throughput capacity per con-
figuration concerning its maximum throughput. Table 5.5 presents throughput
capacities for 50, 100 and 150 concurrent users for the three B-vEPC configura-
tions.

The B-vEPC for baseline supports the workload of 50 concurrent users (Region
I) because for this number of concurrent users the percentage of throughput of
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B-vEPC is more than 90% that indicates that from this point B-vEPC is becoming
saturated and a fewer number of registrations per second are completed. The B-
vEPC with vertical scaling supports the workload of 100 concurrent users (Region
II) because for this number of concurrent users the percentage of throughput of
B-vEPC is more than 90% that indicates that up to this point B-vEPC presents a
good performance behavior regarding throughput.

The B-vEPC with horizontal scaling supports the workload of 150 concurrent
users (Region III) because for this number of concurrent users the percentage
of throughput of B-vEPC is less than 90% that indicates a good performance be-
havior in the face a high number of concurrent users. Thus, we determine that
the workload of the concurrent users below 50 users defines the region I and
can be supported by the B-vEPC for baseline. The workload of concurrent users
that goes from 50 to 99 users defines the region II and can be supported by the
B-vEPC with vertical scaling. The workload of concurrent users goes from 100
users defines the region III and can be supported by the B-vEPC with horizontal
scaling. It is important to note that the mechanism allows the B-vEPC to move
from any region to another depending on the workload variation.
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Figure 5.15: Elastic scaling mechanism

To evaluate our elastic scaling mechanism, we propose a daily scenario where
the workload of concurrent users varies during the day. This scenario allows to
evaluate the response of our mechanism to workload variations and illustrate the
adaptive behavior of B-vEPC regarding such variations.

Figure 5.15 presents the daily scenario where a B-vEPC configuration supports
each variation in the number of concurrent users. In the first point, 40 concurrent
users are supported by B-vEPC with baseline configuration because the number
of concurrent users is in Region I. At the next point, for 70 concurrent users the
mechanism decides to scale vertically. Then when the number of concurrent
users falls to 20, our mechanism decides that the B-vEPC for baseline must attend
the workload again. In the next two points, for 50 concurrent users the mechanism
scales the B-vEPC vertically and then, for 150 concurrent users, the mechanism
scales the B-vEPC horizontally. Finally, in the last three points, from 100 to 60
and then to 175 concurrent users, the mechanism passes from horizontal scaling
to vertical scaling the B-vEPC and vice versa. Furthermore, note that by using
the elastic scaling, throughput capacity is always below 90% and above 65% that
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indicates that it is possible to handle a workload variation and make resources
saving.



Chapter 6

Conclusions and Future Work

In this chapter, we answer the proposed research question. Then, we provide the
main conclusions obtained through the evaluation. Finally, we propose directions
for future work.

6.1 Conclusions

This work presented the proposed solution to answer the research question:
What is the elastic scalability behavior of an LTE-EPC in an NFV environ-
ment?. For answering this question, we introduced an elastic scaling mechanism
in B-vEPC. The elastic scaling mechanism determines which scaling method must
be carried out to support the workload variation in B-vEPC. This mechanism is
formed by three modules (i.e., Data Collection, Scaling Decision and Scaling Ex-
ecution) and an algorithm that defines its operation. In particular, we deployed the
B-vEPC and presented the evaluation and performance analysis of the B-vEPC
including baseline, vertical, horizontal and elastic scaling. It is important to high-
light that our proposal covers the performance evaluation of each individual vEPC
entity when it supports elastic scaling capability and, this performance evaluation
was performed regarding throughput, latency, CPU usage, and RAM usage.
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This work represented an academic challenge because the inclusion of elastic
scaling in B-vEPC involves first including the evaluation analysis of B-vEPC for
baseline, and then applying vertical and horizontal scaling to B-vEPC. Also, the
analysis of the elastic scaling per B-vEPC entity is innovative, since it allows to
know what specific entity requires to be scaled to meet a workload. Moreover, we
highlight the hard work because of deployment and configuration of B-vEPC and
its high number of VMs to perform the evaluation of elastic scaling.

The results of our proposed solution revealed that:

• Our elastic scaling mechanism in B-vEPC provides the capability to adapt
to variations in the number of concurrent users for the control traffic. Our
mechanism determines whether an initial static configuration can handle
the workload or whether it becomes necessary to increase the processing
resources to the B-vEPC entities or whether it requires generating replicas
of entities to distribute the workload.

• The most important control entities are MME and SGW, in both vertical and
horizontal scaling. Scaling only MME becomes a bottleneck between MME
and the SGW because SGW cannot respond to the requests from the MME.
Thus, to obtain the highest throughput, it is necessary to scale both MME
and SGW and assign resources uniformly.

• When we scale the B-vEPC vertically, the latency is 70% lower than the
baseline, and throughput is almost 180% higher than the baseline.

• When we scale the B-vEPC horizontally, latency increases as well as the
number of nodes that a control message needs to across. Furthermore,
when we scale the B-vEPC horizontally, we can reach throughput 308%
higher than the baseline.

• Our mechanism presents resources saving, and it scales according to the
number of concurrent users, which allows it to scale to the right dimension
to meet the workload variations. Moreover, it maintains the behavior of B-
vEPC in a region without saturating its resources.
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6.2 Future Work

According to work done for developing this undergraduate work, we expose some
interesting ideas to continue it. These ideas are outlined below.

• Deploy the B-vEPC by using containers technology, to apply elastic scaling
and evaluate the performance of B-vEPC under this virtualization technol-
ogy to determine the advantages or disadvantages compared to VMs.

• Perform an evaluation of the B-vEPC based on Software Defined Network-
ing (SDN) and to apply elastic scalability to find out how it can leverage the
EPC control plane.

• Evaluate the B-vEPC data plane by using NFV and SDN and to incorporate
scaling to perform a complete analysis of the B-vEPC scaling capacity.

• Perform the latency evaluation for horizontal scaling, by using vertical scal-
ing of load balancers as an alternative to decrease latency.
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