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Abstract

Urinary incontinence (UI), detrusor overactivity and prostatic hyperplasia are patholo-
gies that cause urinary tract infections due to loss of sphincter control. UI is a common
condition in elderly people, and between 15% to 35% of all adults su�er from severe
UI. Additionally, people su�ering from spinal cord injuries are highly prone to urinary
tract infection due to the loss of micturition sensation. According to the World Health
Organization, the prevalence of urinary tract diseases ranges from 40 to 80 people per
million. Hence, UI is a public health problem. UI a�ects self-esteem and quality of life,
and it is associated with higher rates of depression. UI also a�ects daily activities such
as work, travel, social interaction, physical activity, sexual function, and sleep. Cur-
rently, catheterization is the most commonly used method for evacuating the bladder for
people with UI, but the periodicity of the associated emptying procedures depends on
an empirical estimate of the time it takes to �ll the patient's bladder. Underestimat-
ing this period unnecessarily increases the number of catheterization procedures, thus
increasing the risk of infections, cancers, and kidney stones. Conversely, overestimation
of the catheterization period increases the risk of complications such as over-distension of
the bladder wall, hydronephrosis, and autonomic dysre�exia. Ultrasound-based estimates
are the gold standard to estimate bladder volume, with advantages of high portability
and accuracy. However, ultrasound measurements must be performed by professionals,
precluding continuous monitoring and limiting application to bladder volume monitoring.

Due to the electrical conductivity of the urine, several bioimpedance techniques have been
considered for bladder volume monitoring. Among these, Global Impedance (GI), which
presents a high accuracy in volume estimation for the following con�gurations: (1) sim-
ple ring electrode arrangement with adjacent patterns for injection and measurement, (2)
two vertical lines V2L electrodes arrangement with opposite patterns for injection and
measurement. Other proposed approaches for bladder monitoring are: Voltage Change
Ratios (VCR), Impedance Ratio Method (IRM) and Focused Impedance Method (FIM).
Which present high sensitive to changes in the conductivity, just like GI. Therefore, these
approaches are not suitable for long-term monitoring of the bladder, because the conduc-
tivity of urine varies with health status and diet.



XVIII Abstract

The robustness of a new proposal based on FIM was evaluated in a bladder phantom, pre-
senting a low sensibility to the conductivity uncertainty of the phantom; being a promising
technique for long-term monitoring of the bladder and would support the assisted bladder
emptying process.
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1
Introduction

Electrical impedance tomography (EIT) is a non-invasive technique to obtain images of
the internal conductivity of an object. The EIT systems are based on the injection of
current signals and the measurement of the generated potentials at the boundary of the
object under study. In EIT applications on biological tissues, the currents are usually
sinusoidal, with amplitudes below 1 mA and frequencies ranging from 1 kHz and 100 kHz.
Once the potentials and currents are known, an image reconstruction method is used to
estimate the spatial distribution of the internal electrical conductivity of the analyzed
object [2].

The EIT has numerous applications in the medical �eld, successfully venturing into the
monitoring of intracranial bruising [3], cancer detection [4], study of pelvic �uid accumu-
lation [5], analysis of pulmonary ventilation [6], estimation of blood pressure [7], among
others. The non-invasive and radiation-free nature of EIT make this technique a good
alternative to support the diagnosis and follow-up of pathologies [2, 8].

In recent decades, prototype systems for EIT have been proposed using Field Programmable
Gate Arrays (FPGAs) and Digital Signal Processors (DSP). These devices generate up to
50 frames per second (fps), which has spread the application of EIT to problems with a
high temporal variation in conductivity, such as blood pressure monitoring [6,7,9�11]. For
EIT systems oriented to medical applications with a low temporal variability in their con-
ductivity, the use of microcontrollers presents good results as evidenced in [12�14], with
a lower cost than systems developed with FPGAs and DSPs. Process such as bladder
emptying [5,15�17], stomach emptying [18,19], and studies of the cranial cavity [3,20�23]
and the bone system [24�27] are �elds in which EIT systems with a low number of images
per second can be applied to pathology monitoring.

The current work proposes an EIT prototype for medical applications that require a low
frames frequency, for which it is essential to analyze the e�ect of: i) the arrangement of
surface electrodes, ii) the variation in the patterns of injection and measurement of signals
and iii) the image reconstruction algorithms, in the performance of the EIT.



2 Introduction

1.1 Problem

The World Health Organization (WHO) reveals that until 2018 mortality due to non-
communicable diseases (NCDs) was approximately 85% in countries with medium and
low income and worldwide 71% of deaths were due to the non-communicable diseases
(NCD)1. On other hand, WHO, in its report entitled "Formulation of Policies on Medical
Devices" [28] indicates that the population with the lowest resources, are 10 times more
likely to die before of 14 years old. These mortality rates are due to the growing in-
equality gap related to technology access to support diagnostic processes. For this reason,
an objective of WHO is to boost the development of biomedical technology to improve
e�ciency and quality in the provision of health services [29].

The techniques based on medical images are widely used in diagnostic processes, treat-
ment evaluation and patient monitoring. Despite its limitations, technologies such as 2D
ultrasound, computed tomography and magnetic resonance tomography have dabbled in
medical environments, becoming an important tool in hospital care. For example, 2D
ultrasound has a high interoperating variability, because it requires support methods for
diagnostic [30]. On the other hand, computed tomography requires radiation and ioniz-
ing contrast, which leads to limited use on people [31]. Finally, the magnetic resonance
tomography has the disadvantage of the time involved in obtaining the images, between
15 minutes and 1 hour, in addition to the high cost and low availability of this technology
in developing countries [32].

EIT is a medical imaging alternative that is in increasing development in the �eld of
biomedical applications [2, 33�36], as: evaluation of lung function [37�40], diagnosis of
cystic �brosis [41], monitoring of brain activity [42], detection of heart failure [43, 44],
density analysis bone mineral [27], and detection of intracranial bruises [3], among others.
Research in this topic focuses on the design of electronic systems, the development of
image reconstruction algorithms, and the evaluation of their e�ectiveness in the diagnosis
and monitoring of various pathologies. These points must be addressed to develop EIT
applications in the medical �eld. This project seeks to contribute to the solution of the
following question:

What is the e�ect of the number of electrodes, their geometrical disposition, the injection
and measurement patterns and the images reconstruction algorithms in the behavior of
the EIT when it is used in medical applications where the system to study presents a low
temporal variability of its electrical conductivity?.

1.2 Hypothesis

Considering the problem of the low availability of technology for medical diagnostic pro-
cesses, treatments evaluation, and patients monitoring, and the high mortality due to
NCD, this project raises the following hypothesis:

1https://www.who.int/news-room/fact-sheets/detail/noncommunicable-diseases
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� A low-cost electrical impedance tomography system can be devised to monitor hu-
man physiological processes with low temporal variability, such as bladder �lling.

� The performance of EIT systems can be greatly improved by the proper selection of
both the spatial distribution of the electrodes and the measurement and injection
current patterns.

1.3 Objectives

1.3.1 General objective

To propose a low cost and low resolution EIT prototype for a medical application in which
the object to be studied has a low temporal variability of electrical conductivity.

1.3.2 Speci�c objectives

� To de�ne the requirements of an EIT system to study a biological process of low
temporal variability of electrical conductivity.

� To develop a prototype of the EIT system according to the temporal variability
requirements of the conductivity of the system to be studied.

� To study the e�ect of the number of electrodes, their geometrical disposition, the
patterns of current injection and potentials measurement, and the image reconstruc-
tion algorithms in the behavior of the proposed EIT system.

� To perform an experimental evaluation of the EIT prototype developed on the sys-
tem under study.

1.4 Contributions

The contributions of this work are listed below.

� EIT system: A minimal implementation of EIT system of 8 ports was develop as
part of this project. It is based on the front-end for body composition measurement,
AFE4300 from Texas Instruments. This EIT system injects the current signal,
measures the voltages on the electrodes, and stores a frame every 16 seconds with a
maximum SNR of 71.81 dB. The amplitude of the current generated by the AFE4300
is 294.5 µArms, which is below the maximum for a human [45], also it has an
electrical safety stage for in-vivo test.
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� E�ect of injection and measurement patterns : During the last decades, numerous
studies have reported the e�ect of the number of electrodes and their spatial ar-
rangement on the quality of EIT images. However, studies in bladder monitoring
applications are scarce, and the few existing present results only for ring arrange-
ment, but not for other con�gurations. An exception to this trend is [46], that uses
16 electrodes to compare di�erent arrangements. Although, this study considers
only the adjacent pattern for injection and measurement. In this thesis, GI index
was employed to volume estimation considering 5 di�erent arrangements of 8 elec-
trodes (simple ring, semicircular, coronet, horizontal lines and vertical lines) and
combinations of adjacent and measurement patterns. Our simulation and exper-
imental results indicate that the coronet and ring arrangements present the best
performance, when the adjacent pattern is used for injection and measurement.

� Volume estimation: A new approach for volume estimation based on FIM was pro-
posed. This approach was tested on a bladder phantom, which emulates the elec-
trical properties of the lower human pelvis. The new approach identi�es volume
changes, in addition to be robust against the uncertainty of the internal conductiv-
ity of the bladder phantom.

1.5 Publications

The results of the project were presented in the following publications:

� Implementation of a low cost prototype for electrical impedance tomogra-
phy based on the integrated circuit for body composition measurement
AFE4300. Mosquera Víctor Hugo, Arregui Adrian Ramon Bragós Bardia, and
Rengifo Carlos Felipe. Proceedings of the 11th International Joint Conference on
Biomedical Engineering Systems and Technologies (BIOSTEC 2018): January 19-21,
2018: Funchal, Madeira, Portugal. Scitepress. DOI:10.5220/0006554901210127.

� EIDORS-Matlab interface for forward problem solving of electrical impedance
tomography. Mosquera Víctor Hugo, Gonzalez Carlos Manuel and Ortega Edi-
son. III Latin-American Conference on Bioimpedance (CLABIO 2018): Octo-
ber 3-5, 2018: Manizalez, Caldas, Colombia. https://www.researchgate.net/

publication/336725029_EIDORS-Matlab_interface_for_forward_problem_solving_

of_electrical_impedance_tomography.

� GUI for performance analysis of EIT image reconstruction algorithms.
Mosquera Víctor Hugo, Rengifo Carlos Felipe, Melenge Alejandro and Fernan-
dez Nelson Fernando. V International Congress on Engineering, Technology and
Automation (CIITA2019): December 2-4, 2019: Medellín, Antioquia, Colombia.
ISSN 2500-5987. http://memoriascimted.com/wp-content/uploads/2019/01/

memorias-ciita-2018.pdf.

DOI: 10.5220/0006554901210127
https://www.researchgate.net/publication/336725029_EIDORS-Matlab_interface_for_forward_problem_solving_of_electrical_impedance_tomography
https://www.researchgate.net/publication/336725029_EIDORS-Matlab_interface_for_forward_problem_solving_of_electrical_impedance_tomography
https://www.researchgate.net/publication/336725029_EIDORS-Matlab_interface_for_forward_problem_solving_of_electrical_impedance_tomography
http://memoriascimted.com/wp-content/uploads/2019/01/memorias-ciita-2018.pdf
http://memoriascimted.com/wp-content/uploads/2019/01/memorias-ciita-2018.pdf
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� Robustness of Focused and Global Impedance Estimates of Bladder Vol-
umes against Uncertainty of Urine Conductivity. MOsquera Víctor Hugo,
Bragos Ramon, Rengifo Carlos Felipe. Biomedical Physics & Engineering Express,
vol 6. no. 5. 2020. https://doi.org/10.1088/2057-1976/ab8fc7

Other publications derived from the project in:

� Tomography for electrical impedance an alternative method for moni-
toring joint injuries. Muñoz Juan David and Mosquera Víctor Hugo. Inge-
niería Solidaria (ISSN on line 2357-6014), vol. 16, no. 1, Jan. 2020. https:

//doi.org/10.16925/2357-6014.2020.01.05.

� Electrical Impedance Tomography: Hardware Fundamentals and Medical
Applications. Escobar Fausto Andrés, Mosquera Vítor Hugo and Rengifo Carlos
Felipe. Ingeniería Solidaria (ISSN on line 2357-6014), vol. 16, no. 3, Sep. 2020.
https://doi.org/10.16925/2357-6014.2020.03.02.

Undergraduate and master's works directed by the author, during the development of the
thesis:

� Electrical impedance tomography for diagnosis of knee osteoarthritis, master's work
in development.

� Electrical impedance tomography based on mixed signal device, master's work in
development.

� GUI to support the diagnosis of COPD using electrical impedance tomography, un-
dergraduate's work �nished.

� Analysis of algorithms to solve the forward problem in the reconstruction of EIT
images, undergraduate's work �nished.

https://doi.org/10.1088/2057-1976/ab8fc7
https://doi.org/10.16925/2357-6014.2020.01.05 
https://doi.org/10.16925/2357-6014.2020.01.05 
 https://doi.org/10.16925/2357-6014.2020.03.02 
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2
Literature review

Our literature review followed the guidelines proposed in [47]. This de�nes a structured
procedure for the classi�cation of scienti�c publications in a given subject. Its application
generates information such as: research topics, study populations, particular character-
istics of the study, methodology and procedures. The steps de�ned in this technique
are: i) inquiry questions, ii) search for related literature, iii) selection and evaluation, iv)
classi�cation scheme and v) data extraction.

The �rst stage of the methodology answers the following questions:

� What are the applications of EIT in medical environments?

� What are the most analyzed human organs using EIT?

� What are the basic characteristics of an EIT system for medical applications?

The previous questions generated the search strings that will be used for the search in
databases. The questions and the search strings are shown in Table 2.1.

Table 2.1: Search results.
Search strings IEEE ScienceDirec Scopus Pubmed

Electrical Impedance Tomography AND Lung 22 21 256 157
Electrical Impedance Tomography AND Brain 16 5 59 69
Urinary Bladder AND Electrical Impedance Tomography 0 0 9 6
Urinary tract AND Electrical Impedance Tomography 0 0 2 11
Electrical Impedance Tomography AND Bladder 1 0 15 2
Electrical Impedance Tomography AND Bone 2 4 7 0
Electrical Impedance Tomography AND Breath 1 2 15 0
Electrical Impedance Tomography AND Blood pressure 0 1 54 5

Total 42 33 417 250

In the second stage of this methodology, a search is carried out in the IEEEXplore,
ScienceDirect, Scopus and PubMed databases, and as a results 742 papers were found
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(Table 2.1). The third stage consisted in the application of three exclusion criteria: i)
works published before 2011, ii) technical reports nor thesis and iii) statistical data on
medicals pathologies using standard systems. As a result of this process, a total of 219
relevant references were obtained, which were classi�ed according to the taxonomy shown
in Figure 2.1.

Figure 2.1: Taxonomy used to classify the publications resulting from the literature review
process.

Finally, from the extraction and analysis of the data, the characteristics of the EIT systems
for medical applications were obtained. These results are presented below:

2.1 EIT systems

The EIT systems Pulmo Vistar 500 of Dräger Global consists of 16 electrodes for injection
and measurement of signals using the adjacent method and is able to generate up to 50
frames per second (fps). It is used to monitor the complete ventilation cycle in real
time [48, 49]. The Maltron She�eld Mark EIT system (Brown and Seagar) has been in
development for 20 years and like Pulmo Vistar 500, uses 16 electrodes and adjacent
pattern for injection and measurement [50]. Its later versions, the Mark I and Mark
2.5 system include a self-calibration system of the voltage injection source, and other
modules that improve the performance but that make this a system complex [51, 52].
Other systems such as OXBACT-5 [53] and Darmouth [54] consist of 64 electrodes and
use the adjacent method for injection and measurement. These systems, are restricted to
a single method of current injection and measurement of potentials, limiting the image
reconstruction process [27]. The mentioned EIT devices use a FPGA-based architecture,
because FPGAs provide a high sampling rate and integration of several EIT modules, such
as the direct digital synthesizer. This aspect reduces hardware and interfaces between the
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modules, facilitating their implementation. On the other hand FPGAs require external
A/D and D/A converters.

The systems discriminated in Table 2.2 have been evaluated considering the character-
istics of the biological process to be monitored, although few of them present in-vivo
tests. For example, the system proposed in [55] monitors heart rate at 131 fps and using
16 electrodes. In addition, it reconstructs the images of conductivity distribution of the
thoracic cage, clearly di�erentiating the cross section of the lungs and heart. The injec-
tion and measurement method used in the tests is the adjacent. Shi and colleagues [56]
who designed an EIT system with 16 electrodes that generates 1 fps and determines the
alterations in the brain caused by temporary occlusion in the unilateral carotid artery.

Other prototypes based on FPGA are in the stage of development and are being tested
on phantoms to characterize them and to evaluate their potential in medical applications.
An example is presented in [57]. This system generates 100 fps with 32 electrodes and uses
an adjacent method for injection and measurement. The main limitation of this system
is the need of a National Instruments data acquisition board for its implementation,
which impacts on costs. Another system tested on phantom is presented by Artem and
colleagues [58] which does not depend on proprietary data acquisition system and consists
of 16 electrodes for signal injection and measurement. Both works, [57] and [58], present
results using only the adjacent injection and measurement method.

The DSPs (Digital Signal Processor) are another alternative for the development of EIT
systems, such as in [59, 60]. The system presented in [59] manages 128 electrodes. The
prototype described in [60] acquires 100 fps using 8 surface electrodes. Both systems were
evaluated on phantoms and employ adjacent patterns for injection and measurement. A
di�erentiating element in the system developed by Wi and his colleagues [60] is the ability
to recon�gure the injection and measurement pattern, between the methods adjacent and
polar, giving more versatility to the system. The implementation of EIT systems with
DSP implies the use of a greater number of electronic components, compared to those
implemented with FPGA's, which makes it di�cult to implement.
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Most of the systems presented in Table 2.2 use adjacent patterns for injection and mea-
surement, without the option to explore other con�gurations. This is the case of [14],
which proposed a microprocessor-based EIT system composed of 16 electrodes that is
applied to lung monitoring. Another example is [65], which describes an Arduino-based
system of 16 electrodes intended for cancer detection. The experimental results presented
in [65] were obtained using a phantom. An exception to the usage of adjacent patterns for
injection and measurement is present by Fouchard and collaborators [13]. They designed
a system of 8 electrodes with recon�gurable injection and measurement patterns through
electronics relays controlled by a Raspberry PI board. This proposal has the disadvantage
of being too slow (1 frame every 45 seconds) and working o�-line.

The EIT systems based either on microcontrollers or microprocessors require external
devices such as the sinusoidal signal generator, a voltage-controlled current source, a
switching system to select the electrodes, and a demodulator to obtain the amplitude and
phase of the voltage on the electrodes. The time delays introduced by the communication
interfaces between these additional components limit the frame rate to a few frames per
second.

The performance of EIT systems is veri�ed in saline tanks with electrical conductivity
similar to that of the tissue surrounding the organ to study. The latter is emulated by
a small plastic cylinder of low conductivity (0.103 S/m for lungs, 0.072 S/m for liver,
and 0.0834 S/m for Cortical bones). The number of electrodes used for injection and
measurements in�uence the spatial and temporal resolution, as well as the number of
frames and SNR of the reconstructed image [68, 69]. Generally, the EIT systems use 16
electrodes, with an injection current between 50 µA and 9 mA and frequencies ranging
from 10 Hz to 1 MHz, depending on the region of the human body.

2.2 Medical applications of EIT

Currently, EIT images are used in medical application, such as the ventilation monitor-
ing [70�72], monitoring blood pressure [7], detection of intracranial hemorrhages [23, 73],
estimation of volume of bladder urine [16, 74], establish bone density [27], cardiac mini-
mization after cardiac arrest [75]. The most relevant medical applications in which the
EIT presents promising results are detailed below.

2.2.1 Respiratory system

One of the most studied organs using EIT are the lungs. The Table 2.3 presents works
related to this organ and the characteristics used by the EIT system. It is evident that
many of these works do not present precise information on the characteristics used for
the study, especially those that perform tests on humans. The reason is due to the use
of a commercial system called PulmoVistar 500, or its predecessors She�eld Mark I or
GOE MF II developed in 1980 and 1990 respectively and it is inferred that they used the
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maximum bene�ts o�ered by this equipment. For example, the PulmoVistar system has
the capacity to generate up to 50 frames per second, using a ring of 16 electrodes, with
a current injection of 1 mA. The investigations of the EIT in the �eld of the respiratory
system can be divided in pathology oriented and hardware oriented.

There are works that employ EIT systems previously developed by other researchers or
commercial systems, and focus on in-vivo applications. In [76�85], for example, pul-
monary ventilation under anesthesia, mechanical ventilation, embolism detection and
pulmonary edema are analyzed and monitored in animals. The results obtained in these
works presents a high accuracy in the reconstruction of the images that support the med-
ical diagnosis, On the other hand, there are works such as [6, 11, 55, 86�106], in which
this technology is applied to a population with the pathologies listed above, con�rm-
ing the feasibility of using EIT in the detection and monitoring of pulmonary diseases.
In [14,91,108�110] systems oriented to pulmonary applications are evaluated. These works
detail the development and hardware characteristics; their results are based on test using
phantoms, and sometimes on healthy volunteers. This strategy seeks to validate that
the developed system complies with the requirements for the diagnosis and monitoring of
pathologies, to project it as a future commercial alternative for medical applications.

Tumors and cancer lung have also been studied using EIT. Yang and colleagues [111],
monitor tumors in lungs, and in [4], a study of healthy and cancer lung tissue is presented.
It is concluded that it is possible to detect and di�erentiate the two types of tissues, using
EIT. This results extends the �eld of EIT systems to the diagnosis of cancer.

According to the literature, the study of the pulmonary system requires a high performance
EIT system, due to the high frequency of frames necessary to analyze lung pathologies,
which leads to high hardware characteristics, necessary for the processing of the collected
signals, increasing the cost of system.

2.2.2 Hemodynamic system monitoring

Hemodynamic system monitoring is required to follow the evolution of a patient. The EIT
has ventured into this topic, allowing continuous measurement of hemodynamic parame-
ters in a non-obstructive and non-invasive manner [112,113]. One of the �rst experiments
in pigs shows that this technique is a good candidate for the development of a new family
of continuous non-invasive blood pressure monitors [7]. A characteristic to highlight of
the EIT system used in this work is the generation of 50 fps, which makes the system
a high performance hardware, such as that required in the pulmonary system. The au-
thors of [114] and [115] present test on humans. In [114] regarding the measurement of
systolic volume and [115] the detection of atherosclerosis. Both works show satisfactory
results, despite the poor resolution of the images, due to the use of 16 electrodes unlike
the 32 used by Solá and his colleagues in [7]. To monitor the pulmonary artery pressure
through the use of a ring of 16 electrodes, Proença and his colleagues [9,10], with 25 fps,
estimated the blood pressure by measuring the transit time of pulse. These works make
visible the potential of the EIT in this �eld. The in-vivo advances shown in [10] generate
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Table 2.3: Characteristics of EIT in lung applications

Pathology
Number of
electrodes

Frequency
(kHz)

SNR
Current
(mA)

Frames
(fps)

Analysis of intrapulmonary
gas distribution [76]

16 � � � �

Evaluation of the e�ects of
non-invasive ventilation during

spontaneous
breathing [6]

16 � � � �

Lung impedance distribution
measurement [14]

16 10-200 � � �

Measurement of pulmonary
impedance distribution [55]

16 60-960 106.9 <131

Inhomogeneity detection
of ventilation [76]

16 � � � �

Mechanical ventilation
distribution monitoring [77]

16 50 � 5 13

Pulmonary recruitment and
endotracheal suction in ventilated

premature infants [90]
16 � � � 44

Evaluation of pulmonary
ventilation in neonates [91]

8 4-812.75 � � 25

Air distribution evaluation
in preterm infants [92]

16 50 � � �

Lung ventilation monitoring [107] 32 � � � 20
Tidal Volume Monitoring [88] 16 48 � 1 17

Evaluation of the level of instability of
bronchopulmonary dysplasia [93]

16 2-1600 � 1.5 25

Real-time lung ventilation
monitoring [108]

32 10-200 � 0.1 a 1 20

Lung impedance distribution
monitoring [94]

32 10-200 56.3 0.1 a 1 20

Lung function monitoring [109] 32 10-200 � 0.1-8 30
Pulmonary embolism detection [78] 32 100 � 5 10

Pulmonary congestion
classi�cation [95]

5 � � � �

Baseline selection for pulmonary
impedance distribution [79]

16 110 � 9 50

Evaluation of pulmonary ventilation
in patients with COPD [86]

16 50 � 5 33

Pulmonary ventilation study
in di�erent patient positions [80]

32 144 � 3 30

Pulmonary Function Evaluation [87] 16 � � � �
3D lung function monitoring [88] 16 90 � 5 40

Quanti�cation of pulmonary edema [81] 32 � � � 50
Assessing regional lung mechanic [96] 16 0.08-130 � 5 50

Monitoring of regional lung ventilation [97] 16 100 � 5 13
Regional lung perfusion estimation [83] 32 125 � 5-12 44
Monitoring of regional lung function [98] 16 50 80 5 33
Regional lung function determined [99] 16 � � � 33

Variation of poorly ventilated lung units [100] 32 � � � 48
Regional lung ventilation [101] 16 50 � 5 44

Changes in lung volume and ventilation [102] 16 100 75 5 44
Clinical diagnosis of lung abnormalities [103] � 2-768 � � �

Measurement of regional pulmonary
oxygen uptake [104]

16 50 75 5 25

Real-Time Detection of Hemothorax [84] 16 100 � 1 12
Hyperoxia a�ects the regional pulmonary

ventilation/perfusion ratio [105]
32 125 � 5 50

Identi�cation of regional overdistension [85] 16 � � � 40
Monitoring of volume lung [106] 16 100 � 5 44
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Table 2.4: Characteristics of EIT in brain applications.
Phatology

Electrodes
number

Frequency
(kHz)

SNR
(dB)

Current
(mA)

Frames
(fps)

Location of intracraneal
hematoma [3]

8 50 � 1 �

Cerebral edema monitoring [20,116] 16 50 80 1 1
Determination of the impedance
of intracraneal tissues [117]

6 25 � 0.14 �

Focal monitoring of cerebral
infarction [124]

16 50 � 1 1

Brian activity monitoring [42] 30 1.7 � 1 �
Brian activity monitoring [56] 16 50 83 1 1
Intracraneal hemorrhage
detection [21]

32 10 � � 20

Treatment of cerebral edema [73] 16 50 75 1 1
Imaging of cerbral perfusion [125] 57 2 � 0.05 5
Intracranial injury [126] 16 50 80 1 �
Monitoring brain injury [127] 16 50 � 1.25 �
Detection of brain tissue [128] 16 50 75 0.750 1
Intracranial hemorrhage [129] 16 50 75 0.5 3
Cerebral monitoring during total
aortic arch replacement [130]

16 50 80 1 1

Activity brain monitoring [123] 114 1.475 � 0.05 �
Monitor regional cerebral edema [122] 16 50 80 1 �
Bioimpedance measurement of
healthy and ischemic rat brain [121]

30 0.01 - 3 � 0.05 �

Long-term monitoring of dynamic
brain electrical impedance tomography [119]

16 50 80 1 1

Quanti�cation of intraventricular hemorrhage [120] 16 50 80 1 1
Monitoring of epileptic seizures [118] 8 50 � 0.05 1

an opportunity to develop EIT systems, with less demanding characteristics and good
results; however, the methods based on the observation of the time series of certain pixels
or regions, derived from the behavior of the impedance with the movement of the �uids
(perfusion, breathing), intrinsically require high speed and high resolution simultaneously.

2.2.3 Cerebral monitoring

Miscellaneous investigations have been conducted to determine the impedance of head
tissues with the aim to diagnose and monitor brain edemas, intracranial hemorrhage in
both animal and human models, as well as in-vitro models. The Table 2.4 shows the
di�erent works that have been carried out in this �eld using EIT. The Table shows that
for the same pathology there is no consensus in the number electrodes. However, studies
agree in using one frame per second. Considering the frequency of the current signal most
works used 50 kHz and 1mA. The in-vivo advances presented in [20, 21, 42, 56, 116�123]
show the feasibility of using EIT in monitoring brain activity, detecting and monitoring
cranial hemorrhages. Even if EIT systems presented in these references detect changes of
impedance in cerebral �uids, there are aspects that require further exploration, such as
selection of the optimal arrangement of electrodes and the best reconstruction algorithms.
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2.2.4 Bladder monitoring

The so-called vesicoureteral re�ux is a pathology that is presented by the leakage of
urine from the bladder to the kidneys. This pathology can generate chronic renal failure,
urinary tract infections, kidney infection, nephrotic syndrome, scarring of the kidneys,
among other. For this reason, the EIT seeks to monitor the bladder volume and support
the diagnosis of this pathology [131]. It is case of Li and colleagues [5], who designed an
EIT system based on 16 electrodes, with the frequency range from 0 to 12.5 MHz. This
system monitors the distribution of impedance in the bladder, and so establishes a close
relationship between bladder volume and estimated conductivity in healthy patients. On
the other hand, Schlebusch and collaborators [15, 73, 132, 133], with the aim of assist to
paraplegic patients, which present decreased of bladder volume sensation due to damage
to their neuronal structures, used the EIT to monitoring the bladder volume. The in-vitro
experiments carried out in this work used a planar arrangement of 64 (8 x 8) electrodes,
and not the classic ring arrangements. A feature to highlight in this application is the
need of 1 frame per second to determine the bladder emptying.

GI index is based in the reconstruction matrix, which indicates the change in intensity of
the pixels of the reconstructed image. This method shows good performance in bladder
volume estimation when urine conductivity does not change from day to day; otherwise,
volume can be over or underestimated [134,135] when considering constant urine conduc-
tivity, since the conductivity change generate error in estimation. Casterlar proposed to
use an electrode into bladder to make volume estimation less sensitive to conductivity
changes in urine [136]. This approach, although invasive, is robust against urine conduc-
tivity uncertainty.

2.2.5 Osseous system

Osteoporosis is another disease in which EIT has dabbled by determining bone mineral
density (BMD). In [25], EIT is used for to estimate of the degree of osteopenia. This study
focused on in-vitro tests, obtaining very good results, though due to the physiological
characteristics of patients would present inaccuracies in the estimation. On [27], it was
possible to identify the change in pelvic density, by applying a current with a frequency
of 100 kHz to the patient. The experiments developed in this work demonstrated that is
feasible to assess the severity of osteopenia through the estimation of BMD by EIT. The
results presented in [27] were obtained on male patients, leaving a �eld of exploration in
women.

Bone impedance can also become a support for forensic science, as it can help to determine
the death time of an individual, as concluded in [24]; which, by measuring the electrical
bioimpedance of the femur or tibia and the height of the subject established the time of
death more accurately.

It is important to note that the number of electrodes used in the case studies in this
subsection is small, 5 electrodes in [27] and 2 in [24].
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2.3 Reconstruction image algorithms to EIT

EIT is a non-invasive image reconstruction technique, which o�ers a large �eld of action
due to its low cost, portability and safety in handling [137]. In the medical �eld, this
technique is applied to multiple medical conditions in organs located in the rib cage. One
of the most studied organs is the lung, where the results of EIT are promising in the
diagnosis of various pathologies [39].

The EIT image reconstruction search to solve two problems: i) the forward problem, that
estimates the potential on the boundary electrodes, from the current injected to the object
under study and supposing known the spatial distribution of the electrical conductivity.
ii) the inverse problem, which estimates the conductivity distribution knowing the current
and the potential on the electrodes. EIT images reconstruction requires the solution of
both problems [138,139].

Considering that image quality of the conductivity distribution depend on the performance
of forward problem algorithm [140], several researches propose di�erent alternatives to
solve it. On the other hand, due to the nonlinear and ill-posed nature of the inverse
problem, it is necessary a regularized solver to obtain a unique and stable solution [139].
In the following, the various alternatives for the solution of forward and inverse problem
are presented.

2.3.1 Forward problem

The main problem in the EIT images reconstruction is the mathematical representation of
the distribution of the electric potential, which is a system of equations poorly conditioned
[137], and whose solution process is called a forward problem.

The forward problem solution requires a reference potential determined by the Dirichlet
or boundary conditions. These conditions do not present problems in its implementation,
but they can generate di�culties in the forward problem solution when analyzing het-
erogeneous regions [141]. These di�culties have been addressed through various solution
methods, as mentioned below.

One of the most used methods for solving of forward problem, for its simplicity and its
results, is the �nite elements method (FEM) [138], although it has some disadvantages,
such as the low signal to noise ratio (SNR) and the requirement of a large capacity for
both processing and storage in memory [142]. In order to improve these aspects, research
has been carried out to optimize this method, creating the generalized FEM method
(GFEM), which shows better performance in terms of computational cost and SNR. This
is why GFEM is a promising method for future studies in EIT. Other methods such as
the border element method (BEM) [143] with promising results and the method called
domain embedding method (DEM) [144], which combines the characteristics of the FEM
and BEM methods, improves the solution of the direct problem in 3D. For this method
only simulation results have been reported [144].
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For a most accurate model for the EIT, the e�ects of the electrodes and the contact
impedance between the electrolyte and the electrodes must be considered. The Complete
Electrode Model (CEM) is the technique that consider these aspects, which is solved
through FEM [145, 146]. This method has very good results in terms of computational
cost; however, no comparisons have been made with other methods, thus leaving a gap
for future research. On the other hand, the combined wavelet based mesh free (CWMF)
method is suitable for representing domains with variable object geometries or mechan-
ical movements; however, the CPU time is higher than for the FEM [147]. The results
presented in [147] are based on simulation test on a 2D model.

Most of the above mentioned algorithms are analyzed in simulation. However, Zhang and
collaborators [148] used the FEM method to analyze images of lungs obtained from a
healthy volunteer of 33 years. In the references found in the systematic search performed,
the method (FEM) is the only validated in humans.

Considering that most research on EIT image reconstruction employ the FEM for the
forward problem, it is important to evaluate its performance versus others alternatives,
with the aim to de�ne the best approach for EIT image reconstruction.

2.3.2 Inverse problem

EIT image reconstruction or inverse problem is a nonlinear ill-posed problem and as a
consequence it is di�cult to obtain stable and reliable results especially in-vivo experi-
ments [149]. Hence, researchers propose di�erent alternatives to face the reconstruction
of EIT images, as the mentioned below.

EIT image reconstruction is a nonlinear problem; however, linearized approximations have
proved to be very useful. Backprojection is a linear reconstruction algorithm proposed
by Barber and Brown [150, 151] and it is the simplest to implement and one of the most
common image reconstruction techniques used in EIT [152]. It has also been widely used in
clinical experimental [150]. Other linear approach is the one-step linearized Gauss�Newton
(GN) solver, which calculates a linear reconstruction matrix that is used to obtain rapid,
real-time EIT imaging [153, 154]. Conjugate Gradient iteration is a technique for solving
linear systems, which projects the space dimension of a problem in a Krylov subspace
with lower dimension [155].

Others alternatives to solve the inverse problem are iterative algorithms; such as GN,
which is the most popular to solve nonlinear minimization. This approach is based on least
squares minimization [156,157]. The non-linear Newton�Raphson (NR) iteration approach
involves the construction and repeatedly Cholesky decomposition of the sensitivity matrix,
showing fast convergence for 2D EIT, but unsuitable for 3D EIT [158, 159]. For complex
ill-conditioned large scale applications, the non-linear conjugate gradient (CG) algorithm
is recognized as one of the most suitable numerical algorithms [159,160]. Other alternative
is the Primal and Dual Interior Point Method (PDIPM), which is based on the conversion
of non-di�erentiable problems into equivalent di�erentiable problems by introducing dual
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variables using the Cauchy-Schwartz inequality [161, 162]. On other hand, formulating
the inverse problem as a state-estimation problem gave rise to the approach of EIT image
reconstruction based on Kalman �lter, which allow tracking fast of impedance changes
[163,164].

The neural networks are an other option for EIT image reconstruction. In [165] shows that
the Radial Basis Neural Networks (RBNN) and Hop�eld Neural Networks (HNN) have the
better accuracy than GN algorithm, becoming a good alternative for medical applications.
The D-Bar method employs convolutional neural networks trained with simulated data.
The results presented in [166] indicates that this method requires a minimal reconstruction
time when compared with other approaches.

The di�erent alternatives for inverse problem solver, leave a �eld of exploration to de-
termine the best approach based in the accuracy of image reconstruction. The EIDORS
(Electrical Impedance Tomography and Di�use Optical Tomography Reconstruction Soft-
ware) is an widely-used open-source platform that contains several algorithms to solve the
forward and inverse problems for EIT; whereby, we will use it in performance analysis of
the EIT image reconstruction.

2.4 Conclusions

The state of the art presented in the current chapter de�ned the following aspects of this
thesis work:

� Bladder volume monitoring does not require a high temporal resolution, being 1 fps
enough for most applications. Despite this, the main barrier for its massive adoption
is that uncertainty in urine conductivity leads to over or under estimation of bladder
volume. This problem has motivated one of the contributions of this work, which is
the development of a FIM Approach, that according to our experimental results is
robust against conductivity uncertainty.

� The EIT system to be designed must generate a current signal not exceeding 1
mA at a frequency of 50 kHz, which are the predominant characteristics in medical
applications of the EIT.

� The existence of several alternatives for EIT image reconstruction prompted us to
conduct a quantitative study oriented to �nd the best method for bladder monitoring
applications.

� EIT systems for bladder monitoring use 16 electrodes in di�erent con�gurations
with promising results. The reduction of spatial resolution is an aspect that will be
analyzed in this project; looking for an e�cient bladder monitoring with 8 electrodes,
which reduces the complexity of the hardware to be designed.
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Theoretical background

3.1 Introduction

The EIT is a technique to study the conductivity distribution of an object or a bio-
logical tissue [167]. The electrical properties of the tissues or regions of the body are
used to determine diseases and to monitor a biological process. In addition to be free
of ionizing radiation and low cost, EIT has demonstrated promising results in medical
applications [168].

The EIT images reconstruction implies the solution of a nonlinear and ill-posed mathe-
matical problem [169], so many researchers have proposed optimization methods to �nd
numerically stable solutions. The accuracy of EIT images reconstruction depends on
the method used; for this reason a quantitative analysis to establish the best method is
necessary. In this chapter, we describe four performance indexes: correlation coe�cient,
percentage of error, absolute error, and relative error, to de�ne the best option of EIT
image reconstruction.

Not only the electrical properties of tissues can be analyzed by EIT, size is another prop-
erty that can be estimated with this technique. The GI index, that has shown promising
results in volume estimation, requires the reconstruction matrix (Rf ), which relates the
pixels of an EIT image with the estimated conductivity [135], and that is calculated us-
ing EIT image reconstruction algorithms. GI is obtained by summing all pixel values of
the image vector (If ). Another alternative for volume estimation is the FIM, a method
created at Dhaka University [170], which consists of the sum of orthonormal tetrapolar
potential measurements obtained from electrodes located around a target area [171]. Ap-
proaches such as the Impedance Ratio Method (IRM) [133] and Voltage Change Ratio
(VCR) [74] establish a close relationship between volume and the tetrapolar measurements
of impedance and voltage, respectively.

In this chapter is show the mathematical concepts about EIT, performance indexes to
EIT image reconstruction and the volume estimation.
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3.2 Electrical Impedance Tomography (EIT)

The Figure 3.1 presents the concept of the EIT, which consists of applying currents (I)
on a set of electrodes connected on the boundary (∂Ω) of a body (Ω); subsequently,
the resulting voltages (V) are measured on the remaining electrodes. The mathematical
background of the EIT is explained in [172]; where Maxwell equations and the Faraday
and Ampere laws are formulated in di�erential form to de�ne the relationship between
the admitivity (γ) and the potential on the electrodes (φ) (Equation 3.1).

Figure 3.1: Conductivity changes detection with EIT.

∇ · (γ∇φ) = 0 (3.1)

γ is a complex value γ = σ + jωε where σ represent the conductivity, i ,
√
−1 is the

imaginary unit, ω denotes the angular frequency and ε is the permitivity. This equation
describes the electrical potential inside Ω. Whenever Ω is stimulated with low frequency
currents (ω ≈ 0), the following EIT equation is obtained

∇ · (σ∇φ) = 0 (3.2)

The non-linear partial di�erential equation 3.2 has in�nite solutions. Particular solutions
are obtained applying either the Dirichlet or Neumann conditions. The former are used
when voltages are applied to the boundary electrodes:

φ(xi) = vi, i = 1, 2, . . . ,m (3.3)
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Where xi is a point on ∂Ω that indicates the position of the electrode i, vi is the voltage
applied to such electrode, and m is the total number of electrodes. Neumann conditions
are used when currents are injected and drained through the surface electrodes. In such
a case:

σ∇φ(xi) ·
−→n = Ii, i = 1, 2, . . . ,m (3.4)

Where −→n is a unitary vector perpendicular to ∂Ω in xi. Ii is the current density through
the electrode i and it is positive for the injecting electrode and negative for draining
electrode. Additionally, Kircho�'s current law must be satis�ed:

m∑
i=1

Ii = 0 (3.5)

The solution of the EIT problem is divided into two parts: i) estimate the potentials on
boundary knowing the injected current and assuming a conductivity distribution, this part
is called forward problem and ii) assess the conductivity distribution knowing the injected
currents and the measured potentials or inverse problem (Figure 3.2). The forward and
inverse problems are detailed below.

Figure 3.2: EIT image reconstruction.

3.2.1 Illustrative example of the analytical solution of the Laplace's
equation

In the system presented in Figure 3.3, the internal disk has conductivity σi and radius
Ri; for the external disk these values are σe and Re, respectively. Normalized polar
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coordinates will be used to calculate the electric potential in both disks. We mean by
normalized that the radius r will be the quotient between the physical radius r′ and Re.
In this manner, the �rst polar coordinate will a be a real number in the interval [0, 1].
This choice is made to simplify calculations of the potential at ∂Ω, which is de�ned as
∂Ω = {(1, θ) | θ ∈ [0, 2π)}. In the following, θ will denote an angle in the interval [0, 2π).
The potential in the inner and outer disks will be de�ned as φi(r′, θ) and φe(r′, θ),

Figure 3.3: Concentric disks of di�erent conductivity.

respectively. Both of them must satisfy the Laplace equation (3.6)

∇ ·∇φi = 0

∇ ·∇φe = 0
(3.6)

In polar coordinates, these equation can be rewritten as:

∂2φi
∂r2

+
1

r

∂φi
∂r

+
1

r2
∂2φi
∂θ2

= 0

∂2φe
∂r2

+
1

r

∂φe
∂r

+
1

r2
∂2φe
∂θ2

= 0

(3.7)

Since the potential must be continuous at r = α, with α de�ned as the normalized radius
of the internal disk α , Ri/Re, the following constraint is added:

φi(α, θ) = φe(α, θ), ∀θ (3.8)
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Another requirement for potentials is the continuity at r = α of the current density normal
component. Since polar coordinates are used, the normal component of ∇φ is given by:

∇φ ·~n =

[
∂φ

∂r
,

1

r

∂φ

∂θ

] [
1
0

]
=
∂φ

∂r

(3.9)

Using the property (3.9), the current density conditions can be written as follows:

σi
∂φi(α, θ)

∂r
= σe

∂φe(α, θ)

∂r
, ∀θ (3.10)

Using again the property (3.9), the boundary condition is:

− σe
∂φe(1, θ)

∂r
= j(θ), ∀θ (3.11)

Where j(θ) is a known function that indicates the current density at each point of ∂Ω. In
summary, the potentials φi and φe are two functions satisfying the equations (3.6), (3.8),
(3.10), and (3.11). These functions are written as linear combinations of harmonically
related solutions of (3.6)

φi(r, θ) =
∞∑
k=0

ak r
k ei k θ

φe(r, θ) =
∞∑
k=0

[
bk r

k + ck r
−k] ei k θ (3.12)

The coe�cients ak, bk and ck, which are the unknowns of the problem, are calculated
from the equations (3.8), (3.10), and (3.11). Taking the derivatives of the potential with
respect to r we obtain:

∂φi(r, θ)

∂r
=
∞∑
k=1

ak k r
k−1 ei k θ

∂φe(r, θ)

∂r
=
∞∑
k=1

[
bk k r

k−1 − ck k r−k−1
]
ei k θ

(3.13)

The above equations begin with k = 1 given that these functions become zero at k = 0.
The current density at the boundary of the external disk (r = 1) is described using the
same base of orthogonal functions used for φi and φe

j(θ) =
∞∑
k=1

wk e
i k θ (3.14)
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Replacing (3.13) and (3.14) in to (3.8), (3.10), and (3.11), the follow system of equations
is obtained:  αk −αk −α−k

σ k αk−1 −k αk−1 k α−k−1

0 −k k

akbk
ck

 =

 0
0
wk

 , k = 1, 2, . . . (3.15)

The solution of (3.15) leads to the following potential for the internal disk:

ak =
−2wk

k (σ + 1 + α2k (σ − 1))

bk =
−wk (σ + 1)

k (σ + 1 + α2k (σ − 1))

ck =
wk α

2k (σ − 1)

k (σ + 1 + α2k (σ − 1))

(3.16)

When ak is replaced in the equation that describes φi, the following potential is obtained:

φi(r, θ) = −
∞∑
k=1

2wk
k (σ + 1 + α2k (σ − 1))

rk ei k θ (3.17)

From bk and ck, it can be shown that the potential for the external disk is as follows:

φe(r, θ) = −
∞∑
k=1

wk
k

[
1− µα2k r−2k

1 + µα2k

]
rk ei k θ (3.18)

with:

µ =
σ − 1

σ + 1
(3.19)

This theoretical result will be used in the Results chapter to compare the methods FIM
of 4 electrodes (FIM-4), IRM, and VCR, with respect to their capacity to estimate the
radius of the internal disk, when its conductivity is unknown. These methods will be
explained in the Section 3.5 of this chapter.

3.2.2 Forward problem

The forward problem can be solved analytically or numerically. The analytical methods
are preferable as computation time is reduced, however their usage is limited to a few
idealized geometries [173, 174]. For numerical solutions, the governing equation are dis-
cretized using the �nite elements method (FEM) or the generalized FEM (GFEM) [175].
For general geometries and inhomogeneous materials, FEM is well suited to solve the
forward problem and is the most used in EIT [138, 142, 145, 147, 176�178]. In EIT, the
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approach based on FEM, consists in dividing Ω into a �nite number of regions of con-
stant conductivity. A relation can be obtained between the voltage measurements on the
boundary and the conductivity of such regions (Eq 3.20) [176,179,180].

Φ = Jσ (3.20)

Where J is known as the sensitivity matrix or Jacobian matrix, which relates vector of
voltage measurements (Φ) with vector of conductivities (σ). If σ and J are known. Then
the estimation of Φ is simple. Considering the variety of methods available in EIDORS,
this project will analyze the best alternative for solving the forward problem in this section.

3.2.3 Inverse problem

The inverse problem seeks to obtain the conductivity distribution using the potential on
the electrodes and the injected currents. To solve the inverse problem is necessary to use a
forward model to minimize the di�erence between the potentials estimated and measured
on the boundary (Figure 3.2). There are several approaches to solve the inverse problem,
which is ill-posed and is based on linearization and regularization [174]. The conductivity
estimation obtained from 3.2 is:

J
TΦ = J

T
Jσ (3.21)

σ = (JJT )−1JTΦ (3.22)

The matrix (JJT ) is ill-conditioned. The best way to solve this problem is to use regular-
ization techniques [160]; which are necessary to obtain a unique solution from a ill-posed
EIT problem [181]. Additionally, a regularized solution of the inverse problem improves
the reconstructed image quality [182, 183]. For the these reasons, many regularization
methods, such as Tikhonov [184�186], Laplace [187�189], Total Variation [162, 190, 191],
Noser [187,192,193], Helmholtz- Type [188], projection error propagation-based [182,183,
194], have been proposed.

In [195] is presents the di�erent electrical proprieties of human tissues, so is possible to
determine the conductivity of internal tissues of a section of body through EIT. The con-
ductivity distribution estimation of di�erent tissues within a cross section of a body is
called absolute EIT image. Absolute EIT images generally requires iterative reconstruc-
tion methods whose convergence depends on a priori information such as the shape and
the size of the tissue, and also the position of the electrodes. Nevertheless, in in-vivo
test these details are not always available. An alternative to the absolute approach is the
di�erential EIT, in which the images are obtained by comparing measures with respect to
reference values previously obtained. This last approach will be used in the present work.
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3.3 Sensitivity maps of impedance measurement

The sensitivity distribution of an impedance measurement determines impedance change
caused by a given change in conductivity distribution. The sensitivity distribution also
establishes the impedance contribution of each region within the area under study. The
sensitivity map is the superposition of all the sensitivity distributions corresponding to
each measurement [196].

Based on Geselowitz's theorem [197], a study of sensitivity maps for the FIM, GI, VCR
and IRM approaches will be performed, based on the calculation of sensitivity distribution
given by:

Jdmk =
∂Vdm
∂σk

= −
w
5u(Id) ·Ou(Im)dV (3.23)

where u(Id) is the potential for the dth driving pattern and u(Im) is the potential for
the mth driving pattern [198]. The sensitivity maps for the electrode arrangement of each
approach will be carried out using simulated FEM models in EIDORS, which will indicate
the regions of the greatest contribution in the impedance measurement.

3.4 EIT images analysis

In the last decades EIT research community has focused their attention in metrics such
as spatial and temporal resolution, accuracy and signal-to-noise ratio; which are used to
assess the quality of EIT images.

3.4.1 Spatial and temporal resolution for EIT image

Spatial resolution of EIT depends on the accuracy and noise level of the measurements,
the number of electrodes, and the reconstruction algorithm used. For this reason, spatial
resolution is an important parameter for the analysis of EIT image reconstruction [199].
The spatial resolution was addressed in this project as follows.

3.4.1.1 Accuracy indexes

Usually, the accuracy indexes most frequently used to test reconstruction algorithms are
the Pearson's correlation coe�cient (CC) and percentage of error (PE); which perform
comparative process between a FEMmodel and a reconstructed EIT image. These indexes
will be used in this work to identify the best alternative for EIT image reconstruction
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employing the algorithms available in EIDORS. CC and PE are described by the equations
3.24 and 3.25 respectively.

CC =

∑N
i=1

∑M
j=1

((
Rij − R̄

) (
Aij − Ā

))(∑N
i=1

∑M
j=1

((
Rij − R̄

)2 (
Aij − Ā

)2))1/2 (3.24)

PE =

∑N
i=1

∑M
j=1 ((Rij − Aij))∑N

i=1

∑M
j=1 (Rij)

∗ 100 (3.25)

Being R the pixels intensity matrix of the reconstructed reference image, A the pixels
intensity matrix of the reconstructed image under analysis, R̄ and Ā the mean of the
values of each matrix (Eq. 3.26).

X̄ =
1

N ∗M

N∑
i=1

M∑
j=1

Xij (3.26)

The indexes mentioned above are used to compare inverse problem solution algorithms.
The performance of the forward problem solvers is evaluated by the di�erence between the
potentials estimated on a FEM model and the potentials measured on a phantom. The
absolute error (EAbs) and relative error (Erelat) are calculated according to the equations
3.27 and 3.28, respectively.

EAbs =
|Vmeas − Vestim|

Nmeas

∗ 100 (3.27)

Erelat =

∣∣∣ Vmeas

Vestim
− 1
∣∣∣

Nmeas

∗ 100 (3.28)

Vmeas are the measured potentials, Vestim the estimated potentials and Nmeas the number
of measurements. A graphical user interface (GUI) EIDORS-Matlab was implemented to
study the performance of algorithms that solve the forward and inverse problems. The
GUI allows to compare the performance indexes of two algorithms simultaneously.

3.4.2 Signal-to-noise ratio (SNR) and frames frequency

The SNR is to calculate through the mean and standard deviation of the potential mea-
surements (equation 3.29) [200] and the frames frequency is to obtain varying the time
to perform a measurement on each electrode; the measure time with best SNR de�ne the
frames frequency.

SNR = 20log

(
Mean (mi)

std (mi)

)
(3.29)
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being mi the potential measured on the electrode i.

3.5 Volume estimation with bioimpedance

This chapter presents the GI, FIM, IRM, and VCR techniques, which have been recently
proposed for volume estimation in medical applications.

GI is de�ned as the sum of the pixels of an image and as a consequence it requires
to solve the EIT inverse problem. On other hand, FIM approach does not need the
reconstruction matrix; the potential variation is enough to estimate volume. FIM esti-
mates the impedance of the region of interest by means of two potential measurements
mutually perpendicular giving a higher sensitivity in the central region compared to its
surroundings [201]. Similar as FIM method, IRM and VCR do not require of an image
reconstruction algorithm. IRM, proposed in [133], estimates the volume estimation of an
object employing three impedance measurements. On the other hand, VCR requires two
voltages measures to estimate the volume [74], although the robustness against uncer-
tainty of conductivity has not been analyzed. The GI, FIM, IRM, and VCR are explained
below.

3.5.1 Global impedance index

The GI approach is based on reconstructed images of di�erential EIT (dEIT), in which
homogeneous (vh) and non-homogeneous (vfnh) vector measurements are taken. The su-
perscript f , which ranges from 1 to Nf , indicates the frame. N is the number of voltage
measures per frame and is hence the number of elements of vectors vh and v

f
nh. Di�erences

between vh and vfnh are used in an EIT reconstruction algorithm to calculate changes of
conductivity inside the object under study [17, 132, 134]. Hence, variations in potential
for any frame f are calculated using the following operation:

∆vf (k) =
vfnh (k)− vh(k)

vh(k)
, k=1,...N (3.30)

where ∆vf (k), vfnh(k) and vh(k) are the k-th elements of the vectors ∆vf , vfnh, and vh,
respectively. To solve the pixel conductivity vector If , the matrix Rf must be calculated
using a di�erential EIT reconstruction algorithm. Rf has M rows and N columns (M ,
number of pixels of the conductivity image). Hence, the vectors If and ∆vf are related
by equation 3.31 as follows:

If = Rf∆vf (3.31)
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GI of dimensionless units is calculated by adding the values of all pixels of If for each
frame as follows (equation 3.32):

GI =

Nf∑
f=1

N∑
k=1

If (k) (3.32)

Because the EIT system has 8 electrodes and because voltages at the injection electrode
and at its two nearest neighbors are not measured, N = 40, corresponding with 8 current
injections and 5 voltage measurements for each frame. The reconstruction matrix is
calculated from a 2D EIT image of 32 by 32 pixels. Therefore, Rf has 1024 (322) rows
and 40 columns and was solved using a cubic �nite element model of 37412 elements
implemented in EIDORS.

3.5.2 Focused impedance measurement (FIM)

FIM Method is a technique of impedance measurement that can localize a zone of interest
in a volume, eliminating e�ects of neighboring regions and using 8, 6 or 4 electrodes [171,
202�205]. FIM shows promising results in gastric monitoring [170], breast tumors [206]
and lung ventilation [207]. We propose a modi�cation of the FIM approach using 8
electrodes; the classical FIM and modi�ed FIM are explained then.

3.5.2.1 Classic FIM method

Tetrapolar FIMs are based on the sum of independent measurements of mutually per-
pendicular and concentric potentials. This is done to detect changes that are generated
by the injected current on the equipotential lines inside the object under study. Saha
and collaborators [208] show that changes in conductivity/impedance of the object under
study lead to proportional di�erences in electrical potential between equipotential lines.
This assumption remains valid for a constant injected current.

The arrangement of electrodes for FIM is shown in Figure 3.4. When the current is
injected through the E0 and E2 electrodes, equipotential lines are represented as a − a′
and b− b′. Similarly, when current is injected through the E1 and E3 electrodes, then the
equipotential lines are represented as c − c′ and d − d′. These potentials are measured
on electrodes E4, E5, E6 and E7, and the focused area O is de�ned for equipotential
lines [209].

Changes in potential are estimated relative to the reference measure Pref , which is the
potential when there is no object in the region O of Figure 3.4. In this case, the conduc-
tivity is homogeneous throughout the cross section under study. Pref is calculated using
equation 3.33 as follows:
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Figure 3.4: Focused area in an 8-Electrodes FIM arrangement.

Pref = P o
4,6 + P o

5,7 (3.33)

P o
4,6 is the di�erence in potential between the electrodes E4 and E5 for the homogeneous

con�guration (indicated with the superscript o). Similarly, P o
5,7 is the di�erence in poten-

tial between the electrodes E5 and E7. Hence, given a conductivity change in region O
(Figure 3.4), the potential is de�ned in equation 3.34 as follows:

P = P4,6 + P5,7 (3.34)

The variability of potential is then de�ned as:

∆P =
P − Pref
Pref

(3.35)

The opposite pattern for injection and measurement using the classic FIM approach has
been applied in previous studies [210, 211], but in bladder volume estimation shows poor
robustness due urine conductivity uncertainty, as will be demonstrate in results chapter.

3.5.2.2 Modi�ed FIM method

We propose a modi�ed FIM approach which employs adjacent patterns for injection and
measurement, using the same electrode arrangement of FIM classic. For this purpose, the
electrodes were divided into externals (E0, E1, E2, and E3) and internals (E4, E5, E6,
and E7) according to the con�guration presented in Figure 3.4. The Table 3.1, shows the
injection and measurement electrodes used for the two proposed FIM approaches.

In the �rst proposed FIM approach, FIM-I (I, internal), the variable P of equation 3.35
was equal to Pint, which is calculated as Pint=P4,5+P5,6+P ′5,6+P6,7. In the second proposed
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Table 3.1: Injection and measurement patterns for the proposed FIM approaches
Injection Measurement

Potentials on
internal electrodes

E0 - E1 P4,5 P5,6

E1 - E2 P ′5,6 P6,7

E4 - E5 P6,7

E5 - E6 P4,7

Potentials on
external electrodes

E4 - E5 P0,1 P1,2

E5 - E6 P ′1,2 P2,3

approach, FIM-IE (IE, Internal-External), P = Pint+Pext with Pext=P0,1+P1,2+P ′1,2+P2,3

and Pint as for FIM-I. In the previously described FIM-4 approach [167], variable P =
P4,7 + P6,7. As indicated in Table 3.1, FIM-I requires two injections of current and four
measures of voltage, whereas FIM-IE requires four injections of current and eight measures
of voltage. In contrast, classic FIM-4 requires two injections of current and two measures
of voltage. Pref for each approach is de�ned as P .

3.5.3 Impedance Ratio Method (IRM)

IRM relates volume with impedance change. This technique search the volume esti-
mation robustness against the conductivity variability of the object under study. The
three tetrapolar measurements required to calculate the impedance ratio are presented
in Figure 3.5 [133]. The frontal measurement is used to calculate Zf = Vf/If , backward
measurement de�nes Zb = Vb/Ib, and the side measurement determines Zs = Vs/Is. The
potentials and the currents are measured and injected on boundary electrodes, which are
placed in a ring arrangement. The measurements proposed in [133] present higher sensi-
bility of impedance variations; assuming that the object under study must be close of the
electrodes, being that, the current densities are biggest in the vicinity of these. There-
fore, the increasing of volume object implies higher change in sensitivity of impedance
measurements. The equation 3.36 de�nes the IRM.

Figure 3.5: Injection and measurement of signals for IRM
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IR =
Zs − Zf
Zb − Zf

(3.36)

3.5.4 Voltage Change Ratio (VCR)

VCR [74] associates the voltage change with the volume of the object under study. This
is calculated considering a reference measurement (V0), which is obtained when the object
studied has the lowest volume. Others potentials measurements (V) are taken during the
volume increasing to determine the VCR (Eq. 3.37).

V CR =
|V − V0|

V0
(3.37)

The electric potentials are measured considering the electrode con�guration shown in
Figure 3.6.

Figure 3.6: Injection and measurement of signals for VCR.

VCR index uses two voltage measurements only, one reference and the other to determine
the change in volume; in order to have redundant voltage measurements, the modi�ed
VCR (MVCR) is proposed. The MVCR requires 8 voltage measurements, as indicated in
Figure 3.7. The MVCR is calculated using the equation 3.38.

MVCR =

∑8
i=1

|Vi−V0|
V0

n
(3.38)

Where n is the number of voltage measurements and V0 is the reference voltage obtained
when the current is injected by electrodes 1 and 2 and the studied object has the lowest
volume.
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Figure 3.7: Injection and measurement of signals for MVCR.

3.6 Summary

This chapter presented the GI, FIM, IRM, and VCR methods for volume estimation. The
�rst approach requires to apply EIT image reconstruction algorithms, which are selected
using the performance indexes correlation coe�cient and percentage of error describes in
the equations 3.24 and 3.25, respectively. In contrast, FIM, IRM, and VCR necessitate
only the potential on the electrodes and very simple mathematical expressions, such as
3.35, 3.36, and 3.37.

One of the contributions of this work is the FIM approach described in Section 3.5.2.2,
and the other one the low cost EIT system presented in Section 4.3.
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4
Materials and Methods

4.1 Introduction

This chapter describes the proposed low-cost EIT system. This prototype has 8 channels
for injection and measurement of signals. In addition, the injection and measurement
patterns are easily recon�gurable by updating the internal registers of the AFE4300 de-
vice, which is the main component of our EIT system. Others AFE4300 functions are the
generation of a 294.5 µArms current signal and an internal full-wave recti�er responsible
for delivering the estimated conductivity, which is sent via Bluetooth to a PIC16F886
microcontroller. The PIC16F886 manages the registers of the AFE4300 and communi-
cates the EIT system with the computer where the measurements are stored. Also, the
AFE4300 has the functionality to measure impedance directly between the surface elec-
trodes [212]. Not only the electrical properties of tissues can be analyzed by EIT, size is
another property that can be estimated with this technique.

The four mentioned approaches in the previous chapter for volume estimation (GI, FIM,
IRM, and VCR) were evaluated using three bladder phantoms that emulate the conduc-
tivity of the internal tissues of the lower pelvis. Each phantom has a cylindrical cavity
�lled up with a saline solution that emulates urine. The conductivity of this solution was
changed across di�erent trials to study its e�ect on volume estimation.

This chapter describes the design of the low cost EIT system, and the phantoms used for
the volume estimation tests.

4.2 Electrode arrays and injection and measurement

patterns

The number and geometric arrangement of the electrodes is an important parameter to
consider for the implementation of EIT systems. There are works that show a promise
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performance of EIT in the bladder monitoring using di�erent electrode arrangements. In
this �eld, the simple ring is the most frequently employed [5,46,135]; nonetheless, double
ring [46,135], semicircular [46,74,213], matricial [46,135,192,214], and linear [46,135,215]
are also used. The above mentioned works are based on EIT systems of 16 electrodes; on
other hand, [133] shows a study with 8 electrodes in simple ring con�guration, being a
good alternative to estimate bladder volume.

Injection and measurement patterns are other aspects to consider in EIT image recon-
struction; although the adjacent pattern for injection and measurement is the predominant
method in medical applications of EIT [68], patterns such as opposite, cross and trigono-
metric have also been used to study the performance of EIT. In [216] it is asserted that
the opposite pattern presents better SNR than the adjacent, in tests on chicken meat
tissue. Adler and his colleagues [68] do not recommend the adjacent method for injection
and measurement due to its poor performance. Silva and his collaborators [51], using a
3D simulation, conclude that the opposite method is the worst option due to the e�ects
of noise in the measurement of potentials. These results are obtained considering more
than 16 electrodes.

Other injection and measurement techniques have shown promising results, such as [217],
where methods called parallel and bypass are presented. They determine abdominal fat
employing 32 electrodes.

Considering the above mentioned studies regarding the arrangement of electrodes and
injection and measurement patterns, it is important to analyze the e�ects of these on the
reconstruction of EIT images with 8 electrodes in bladder monitoring. In this work, we
study �ve con�gurations: (i) ring (RG), (ii) semicircular (SC), (iii) coronet (CN), (iv) 2
vertical lines (V2L) and (v) 2 horizontal lines (H2L), which were evaluated on a �nite
element model (FEM) of the lower pelvis (Figure 4.1). In the �rst part of the present
study, which was carried out through simulation, the bladder was represented by spheres
of di�erent radius. This radius was varied from 0.05 to 0.19 m with steps of 0.05 m, to
determine the performance of these electrode con�gurations and the injection and mea-
surement patterns adjacent and opposite on the accuracy of the estimation of the bladder
volume. After using the EIDORS software to establish the best electrode arrangement
and the best injection and measurement patterns for spheres volume estimation, we con-
ducted experiments with the designed EIT measurement system, a saline tank (4g/L),
and three steel spheres with a radius of 27.5, 35.0 and 37.5 mm. The experiment sought
to estimate the volume of the spheres using GI index, which will be explained later.

With respect to the number of electrodes, it is clear that the greater the number of
electrodes the better the reconstructed EIT image accuracy, as is rati�ed in [199,218,219],
so our study focuses on low spatial resolution EIT.

The temporal resolution is related to the number of frames that the EIT system has
the ability to capture, which is closely linked to the hardware design and its processing
capacity [199]. The temporal resolution of the designed EIT system obtains a frame every
16 sec.
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Figure 4.1: Electrode arrays. a) Ring, b) Coronet, c) Semicircular, d) 2 vertical lines and
e) 2 horizontal lines.

4.3 Low-Cost EIT system design

The EIT system is based on the AFE4300 analog front-end of Texas Instruments, which
was designed for body composition measurement. This integrated circuit has 8 ports for
current injection and potential measurement. Although some of the ports are intended for
calibration purposes, they can be con�gured as current-injection, voltage-detection sys-
tem ports. The AFE4300 generates a 294.5 µArms alternating current through a voltage
controlled current source (VCCS), which is powered by an internal direct digital synthe-
sizer (DDS), which together a 6-bit DAC and 1-MSPS generates a sinusoidal signal. The
potentials measured on the electrodes are obtained by a demodulator, which can be con-
�gured to obtain either the amplitude of the sinusoidal signal (FWR full-wave recti�er
mode), or the I/Q components. In our experiments, we used the FWR mode which is
faster than the other one. The obtained amplitude is quantized using a 16 bits delta-sigma
ADC with a clock frequency of 1 MHz. A PIC16F886 microcontroller is the interface to
con�gure the frequency of the injection signal, the con�guration of the ports for injection
and measurement and the transmission on the data to the computer are done through a
HC06 Bluetooth module. An application in Labview is used to select the desired charac-
teristics for the EIT system and to store the measured frames. In order to have a EIT
system for in-vivo testing, it must have a current protection network for both, measure-
ment and injection. This network is composed by resistors and capacitors that connect
each port with the ground to eliminate the DC o�set present in the current signals. The
power is supplied by a 3.7V LiPO battery. The protection network, the current protection
device of the AFE4300 and the battery power supply ensure compliance with the safety
standard IEC60601 for medical equipment [45]. The Figure 4.2 shows the block diagram
of the proposed EIT system and the Figure 4.3 shows the scheme of body composition
meter module of the AFE4300.
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Figure 4.2: EIT system diagram.

Figure 4.3: Module of body composition measurement of the AFE4300 [1].

4.3.1 AFE4300 con�guration

The AFE4300 device can be con�gured through internal registers, which de�ne the signal
frequency, injection and measurement patterns, demodulation mode, and synchronization
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of internal modules. Detailed information on the AFE4300 con�guration is found in [1].
The Table 4.1 shows the con�guration of the AFE4300 used for the operation of the
tomograph designed.

Table 4.1: Registers con�guration AFE4300.
Register Address Value Description

ADC_CONTROL_REGISTER1 0X01 0X4140

Continuous-conversion or single-shot mode.
Single-ended or di�erential mode.

ADC power down.
ADC dat-rate control bits.

MISC_REG1 0X02 0X0000 Write 0x0000 after power up and/or reset.
MISC_REG2 0X03 0XFFFF Write 0XFFFF after power up and/or reset.

DEVICE_CONTROL 0X09 0X6006

Enable DAC for weight scale, body Composition measurements.
Chip power down.

Body composition measurement front-end power down.
Weight scale front-end power down.

ISW_MUX 0X0A Veering Control for switches IOUTP, IOUTN,RP and RN
VSENSE_MUX 0X0B Veering Control for switches VSEBSEP, VSENSEN, VSENSEP_R and VSENSEN_R

IQ_MODE_ENABLE 0X0C 0X0000 Enable IQ demodulator.
WEIGTH_SCALE_CONTROL 0X0D 0X0000 O�set DAC setting for weight-scale front-end.
ADC_CONTROL_REGISTER2 0X10 0X0063 Reference and peripheral selection bits.

MISC_REG3 0X1A 0X0030 Write 0x0C00 after power up and/or reset.
BCM_DAC_FREQ 0X0E 0X0052 Set the frequency of BCM. excitation current source.

DEVICE_CONTROL2 0X0F 0X0800 IQ demodulator clock frequency.

The registers ISW_MUX and VSENSE_MUX are con�gured through the PIC 16F886 to
select the electrodes for injection and measurement, respectively. The register BCM_DAC_FREQ
de�nes the frequency of the current signal.

4.4 Injection and measurement patterns

4.4.1 Injection pattern for current signals

programmed from a 10-bit registerThe DDS output signal feeds a 6-bit DAC whose refresh
rate is 1 msps. The high-frequency components of the DAC output signal are eliminated
by means of a low pass band second-order �lter with a cut-o� frequency of 150 kHz. The
DC component of the signal delivered by the �lter is removed by means of a in-series
external capacitor. One of the capacitor terminals is the input signal to a voltage-current
converter that is connected to a multiplexer and then to the current injection ports IOUTX
(Figure 4.3). The voltage to current conversion is made through the following equation:

i (t) =

(
VAC
R1

)
(4.1)

Being R1 = 1.5 kΩ ± 20% an internal element of the AFE4300. Considering the minimal
value of R1, the maximal current generated is equal to the RMS value of the voltage
(1Vpp/(2

√
2) divided by 1.2 kΩ, equivalent to 294.5 µA.

The injection patterns for the current signals are con�gured taking into account the
ISW_MUX register (Figure 4.4), where each bit enables (1) or disables (0) the required
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port. The bits corresponding to RN0, RN1, RP0 and RP1 are de�ned for the calibration
of the device, for the design of EIT prototype these ports were enabled for current injec-
tion and to have an 8-port prototype. The ISW_MUX register frame manages the ports
for the positive (bits 15 to 8) and negative (bits 7 to 0) outputs of VCCS.

Figure 4.4: Multiplexor control for current injection.

4.4.2 Measurement patterns for potentials

The measurements patterns for the potentials are con�gured taking into account the
VSENSE_MUX register (Figure 4.5), where each bit enables (1) or disables (0) the re-
quired port. The calibration ports for measurement patterns are VESENSP_R0, VSENSEP_R1,
VSENSEN_R0 and VSENSEN_R1. These ports are employed for measurement in the
designed prototype to have 8 ports for measurement. The VSENSE_MUX register man-
ages the ports for the positive (bits 15 to 8) and negative (bits 7 to 0) inputs of di�erential
ampli�er of the AFE4300.

Figure 4.5: Multiplexor control for potential measurement.

4.4.2.1 Current signal frequency de�nition

The signal frequency is de�ned for DAC output frequency (BCM_DAC_FREQ register),
which is given by DACxfCLK/1024, where fCLK is the frequency of the device input
clock. For medical applications the current signal frequency most used is 50 kHz, then
DAC register was set to 0x0052; although the designed prototype allows the variation of
this frequency.

4.4.3 Implementation EIT system

The EIT system has a microcontroller PIC 16F886, which con�gure the AFE4300 registers
considering the values shown in Table 4.1, Both devices used 3.3 V for functioning. The
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pins of PIC16F886 used for the communications with AFE4300 are the following:

� Pins SDI and SDO: Used to implement the transmission of data between the PIC
and the AFE4300 using SPI.

� Pin SCL: Clock generated by the microcontroller in order to use SPI.

� CLKOUT PIN: Clock signal of 1 MHz generated by the PIC, for de�ne the clock
signal of AFE4300.

� Pins RX and TX: Used to transmit the data of the microcontroller to the Blue-
tooth module (HC-06) using the USART protocol.

4.4.3.1 Protection network

The safety stage consists of two capacitor-resistor networks. One of them in series with the
current outputs and the other one with the voltage inputs to the AFE4300 (Figure 4.6).
This in done to �lter the DC components of the signals and to make EIT system compliant
with the safety standard IEC60601 for medical equipment type III. On the other hand, a
capacitor-resistor network in series with the electrode and ground port is employed to get
better the measure accuracy, which is a�ected due the electrodes capacitance and human
body [1].

Figure 4.6: Protection network.

The designed system costs 65.60N. The prices of the devices AFE4300, PIC16F886 and
HC06 respectively are 4.58N, 2.09N and 11.61N; passive elements such as resistors and
capacitors, in addition to electrode connectors, 2000 mA LiPo 3.7 V battery and Power
Cell LiPo Charger, have a price of 47.32N.

4.4.3.2 Characterization of EIT system

The schematic diagram of EIT system is shown in Figure 4.7. The AFE4300, PIC16F866
and HC06 are contained in this circuit; also the PCB has ports to program the microcon-
troller and to connect a power supply.
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The SNR and the number of frames per second that the device acquires were obtained
using a 2D resistive network (Cardi� EIT phantom). A Labview application was imple-
mented for data acquisition, which stored the potential measurements per frame.

The Table 4.2 shows the SNR for di�erent measurement time delays. As it can be seen,
for a time delay of 50 ms, the system exhibits the highest SNR, therefore the EIT system
was con�gured to take measurements for 50 ms.

Table 4.2: SNR of EIT system for di�erent measurement time delays.
Time delay

(ms)
SNR (dB)

Max Mean Min
10 40.7 17.82 4.55
25 74.73 29.57 9.74
50 71.81 47.77 24.04
100 56.04 33.95 45.70

The time required to read a frame is calculated as the number of voltage measurements
(64) multiplied by the total delay to measurement and transmission (250 ms), which
equals to 64x250 = 16000 ms, doing the proposed system suitable for application with
low temporal variability. The frequency of the current signal was set up to 50 kHz, which
is the most used in EIT for medical application.

4.5 Environments for experimentation

4.5.1 Saline phantom

A cylindrical vessel of 15 cm radius and 30 cm high was implemented for volume estimation
tests. The saline phantom has a single ring arrangement of 8 electrodes and uses a saline
solution with a concentration of 4 g/L. Steel spheres with volumes 0.028 m3, 0.030 m3 and
0.0314 m3 were placed one by one into the phantom, and their volumes were estimated
by GI. The best results for numerical simulation were obtained using the adjacent pattern
for injection and measurement. The Figure 4.8 shows the experiment assembly.

4.5.2 Bladder phantom

A phantom that emulates the electrical properties of the lower pelvis was designed to
estimate bladder volume through bioimpedance measurements. The conductivity of this
part of the human body was estimated in 0.217 S/m, using the database of Hasgall and
collaborators [195]. The conductivity of the urine takes values between 0.59 and 3.22
S/m [220,221].
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The �rst option we considered to emulate the electrical properties of the low pelvis was
a mixture of graphite and silicone, based on the phantom proposed in [220, 221]. The
Table 4.3 shows the conductivity of the mixture, measured with a Hewlett Packard 4192A
Impedance Analyzer, when it contains 12 g of silicone and an amount of graphite ranging
from 0.5 g to 12 g. The Table 4.3 shows the electrical behavior for a current signal of
20 to 100 kHz. The last row of Table 4.3 shows a strong positive correlation between
conductivity and frequency, suggesting a capacitive behavior, which also exists in the
bladder wall [195]. On the other hand, the conductivity values are very small compared
to those of the lower pelvic tissue, and as a consequence, this mixture was discarded. The
problem with this option is that for higher concentrations of graphite the mixture is not
compact.

Table 4.3: Conductivity (S/m) of graphite and silicone samples.
Frequency
(kHz)

Concentration of graphite (g)
0.5 2 4 8 12

20 4.2 × 10−6 1.7 × 10−5 1.4 × 10−5 1.7 × 10−4 1.5 × 10−3

30 6.3 × 10−6 1.8 × 10−5 2.7 × 10−5 2.4 × 10−4 1.7 × 10−3

40 8.3 × 10−6 1.8 × 10−5 4.0 × 10−5 3.1 × 10−4 1.9 × 10−3

50 1.0 × 10−5 1.9 × 10−5 5.2 × 10−5 3.7 × 10−4 2.2 × 10−3

60 1.2 × 10−5 1.9 × 10−5 7.0 × 10−5 4.3 × 10−4 2.4 × 10−3

70 1.4 × 10−5 2.0 × 10−5 8.5 × 10−5 4.9 × 10−4 2.8 × 10−3

80 1.6 × 10−5 2.1 × 10−5 9.8 × 10−5 5.5 × 10−4 2.9 × 10−3

90 1.8 × 10−5 2.3 × 10−5 11.0 × 10−5 6.1 × 10−4 3.1 × 10−3

100 2.1 × 10−5 2.5 × 10−5 12.3 × 10−5 6.7 × 10−4 3.3 × 10−3

Pearson's correlation 0.9984 0.9487 0.9991 0.9996 0.9959

The second option was to use agar and saline solution. The mixture contained 1 liter
of saline solution with a conductivity of 0.193 S/m, and 20 g of biological agar No, 1 of
Oxoid. The overall conductivity of the phantom was set to 0.217 S/m, emulating the
electrical characteristics of the lower human pelvis.

The bladder phantom was implemented in a 30 cm long, 30 cm wide and 30 cm high
methacrylate cubic container. For this work three phantoms were implemented, each one
with cylindrical cavity of radius 5.2 cm, 4.15 cm and 2.5 cm. All of the cavities were
1.9 cm deep. These cavities were used to emulate bladders of di�erent sizes (Figure 4.9).
Every bladder phantom has a layer of a mixture of agar and saline solution of 2 cm of
high, to emulate the lower pelvis tissue. The 8 electrodes of the EIT system were located
on the underside of the container according to the pattern shown in Figure 4.10. The
assembly of bladder phantom is shown in Figure 4.11.
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Figure 4.7: Schematic diagram of EIT system.
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Figure 4.8: Assembly of saline phantom.

Figure 4.9: Bladder phantom implemented with an agar and saline solution.
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Figure 4.10: Electrodes con�guration of the bladder phantom.

Figure 4.11: Assembly of the bladder phantom.



5
Results

5.1 Introduction

This chapter presents numerical and experimental results regarding: (i) the performance of
di�erent previously proposed algorithms for solving the forward and inverse EIT problems,
(ii) the e�ect of the electrode arrangement and injection and measurement patterns on
EIT volume estimation, iii) the in-vitro experiments to compare GI with the bioimpedance
approaches IRM, VCR and MVCR, with respect to their capacity to di�erentiate between
three steel spheres of di�erent size, and (iv) the in-vitro experiments to compare GI with
FIM approaches, regarding their robustness against conductivity uncertainty.

The absolute and relative errors of the potentials estimated on the electrodes were the
criteria to select the best algorithm for solving the forward problem. For the inverse
problem, these criteria were the Pearson's correlation coe�cient and percentage of error.
The comparison between algorithms was performed using two Matlab-EIDORS interfaces
developed as part of this thesis.

The e�ect of the electrode spatial distribution on EIT volume estimation was assessed
using the arrangements: RN, SC, CN, V2L, and H2L; and for the e�ect of the injection and
measurement patterns, the adjacent and opposite con�gurations were studied. Once the
best combination of arrangement and patterns was obtained through numerical simulation,
it was employed in the later experiments with a physical phantom.

To compare GI, IRM, VCR, and MVCR, we conceived an experiment involving a small,
medium and large steel spheres that were placed, one at a time, in a tank with a saline
solution. For each sphere we took 30 voltage measurements, with a sampling time of
16 seconds. The three data sets, one for each sphere, were used as the inputs for the
bioimpedance methods (FIM or IRM or VCR or MVCR). The medians of the three result-
ing output datasets were compared using the Kruskal-Wallis test to assess the signi�cance
of their di�erences.

To compare GI with FIM approaches, we used three objects of di�erent volume as in the
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experiments of the previous paragraph; but this time, the internal conductivity of each
object was changed to assess robustness against conductivity uncertainty.

5.2 Performance of EIT image reconstruction algorithms

This phase of the study included the forward and inverse problem solvers available in
EIDORS. Once the best solver for the forward problem was selected, it was used in all
subsequent comparisons between inverse problem solvers.

5.2.1 Selection of the solver for the forward problem

The graphical user interface for the forward problem (GUI-Forward), presented in Figure
5.1, has the following functionalities: i) generation of 2D and 3D models, ii) selection
of �rst or higher order solvers, iii) graphical display of currents and potentials within a
FEM model, and iv) calculation of the absolute and relative errors between the potentials
estimated by EIDORS and those measured on a real EIT system.

The algorithms to solve the forward problem were evaluated by comparing the potentials
measured on a physical cylindrical phantom of 15 cm in diameter and 40 cm height,
with the potentials predicted using a FEM model consisting of 2304 elements and 80
planes. For both, the real and simulated cylinder, we used 8 electrodes distributed in
ring arrangement. The reference potentials were obtained when the tank was �lled with
a saline solution whose conductivity was 0.12 S/m. Subsequently, copper and a plastic
bars, with 3.5 and 2.5 cm of diameter, respectively, were placed in the saline tank. The
Figure 5.2 shows the real and virtual tanks with the two bars inside. The conductivity
distribution estimation of the tank with the bars is presented in [222].

The Table 5.1 shows that there is no di�erence between the errors given by the �rst and
higher orders solvers. However, the higher order algorithm requires less computing time
than the �rst order. For this reason, the higher order algorithm will be used to solve
forward problems, considering FEM and CEM approaches available in EIDORS.

5.2.2 Selection of the solver for the inverse problem

The Figure 5.3 presents the graphical user interface for the inverse problem (GUI-Inverse).
It has the following functionalities: i) selection of 2D and 3D models generated with GUI-
Forward, ii) o�ine operation using real or simulated data, iii) graphical display of the
mesh with the reconstructed image, and iv) calculation of CC and PE.

The �rst step in EIT image reconstruction is to use either FEM or CEM models to esti-
mate the potential on the electrodes. FEM is the most widely used method in EIT [138],
whereas CEM has a low computational cost [145]. The estimated and the measured
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(a)

(b)

(c)

Figure 5.1: Developed GUI for forward problem: a) Forward model construction, b)
Selection of forward problem solvers, c) Results of solving forward problem.
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(a) Phantom (b) FEM model

Figure 5.2: Phantom tank and FEM model of phantom for potential estimation.

Table 5.1: Comparison between potentials measured and estimated, and estimation time
of potentials on forward model.

SOLVER RE (%) AE (%) Time (s)
Tank without bars

First Order 1.44 3.95 5.26
Higher Order 1.44 3.95 5.11

Tank with conductive bar
First Order 1.86 6.93 1.85
Higher Order 1.86 6.93 1.76

Tank with non-conductive bar
First Order 1.90 11.56 1.36
Higher Order 1.90 11.56 1.27
Tank with conductive and non-conductive bars
First Order 1.20 2.47 2.54
Higher Order 1.20 2.47 2.47



5.2 Performance of EIT image reconstruction algorithms 51

(a)

(b)

Figure 5.3: Developed GUI for inverse problem: a) Selection of algorithms and parameters
for image reconstruction, b) Reconstructed image and comparative results.
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potentials are the inputs to the reconstruction algorithms, which require regularization
processes to �nd unique and stable solutions. EIDORS has the following reconstruction
algorithms: Gauss-Newton One Step (GN-OS), Gauss-Newton (GN), Primal-Dual Inte-
rior Point Method-Di�erence (PDIMP-D), and Kalman; and the following options for
regularization: Tikhonov, Laplace, Total Variation, Exponential Covar, Noser, and Gaus-
sian High Pass Filter. The accuracy of the di�erent combinations between reconstruction
and regularization algorithms was determined using the CC and PE, which are described
by the Equations (3.24) and (3.25), respectively.

A circular 2D model with 8 electrodes and a mesh density of 256 elements was used
to compare inverse problem solvers. The adjacent injection and measurement patterns
were employed for this test, although the opposite and trigonometric patterns are also
available. In addition, only di�erential reconstruction algorithms were considered. The
Table 5.2 shows the results obtained with the con�gurations that presented a CC greater
than 0.5. The triplets 〈FEM, Noser, GN-OS〉, 〈FEM, Noser, GN〉 and 〈FEM, Noser,
PDIMP-D〉 have the best CC and PE; being, all of them being good alternatives for
image reconstruction. For the subsequent in-vitro experiments, we selected 〈FEM, Noser,
GN-OS〉 which had a slightly better performance that 〈FEM, Noser, GN〉 and 〈FEM,
Noser, PDIMP-D〉.

Table 5.2: Quantitative results of reconstruction of EIT images.
Regularization

Solver forward
problem

CG GN-OS GN PDIMP-D Kalman
CC PE (%) CC PE (%) CC PE (%) CC PE (%) CC PE(%)

Tikhonov FEM 0.70 11.08 0.70 11.08 0.70 11.97 0.70 11.97 0.73 10.89
Laplace FEM 0.71 11.59 0.70 11.84 0.70 13.14 0.68 12.49 0.55 11.67
Total

Variation
FEM 0.86 7.07 0.85 7.03 0.86 7.15 0.86 7.15 0.70 11.92

Exponential
Covar

FEM 0.80 8.57 0.77 9.73 0.77 10.39 0.75 10.47 0.66 11.48

Noser FEM 0.85 7.35 0.86 6.58 0.85 6.63 0.86 6.63 0.70 11.97
Gaussian
High Pass
Filter

FEM 0.83 7.55 0.78 9.19 0.78 9.68 0.78 9.69 0.69 11.68

Tikhonov CEM 0.65 13.17 0.65 13.17 0.64 14.75 0.65 14.75 0.68 13.53
Laplace CEM 0.68 12.5 0.66 13.43 0.67 15.23 0.64 14.45 0.49 13.78
Total

Variation
CEM 0.84 7.78 0.84 8.01 0.83 8.36 0.83 8.36 0.65 14.72

Exponential
Covar

CEM 0.77 9.62 0.72 11.31 0.73 12.44 0.71 12.50 0.60 14.16

Noser CEM 0.83 7.94 0.86 6.74 0.86 6.82 0.86 6.82 0.65 14.78
Gaussian
High Pass
Filter

CEM 0.80 8.59 0.73 10.85 0.74 11.79 0.74 11.58 0.64 14.61
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5.3 E�ect of electrode arrangements and patterns of

injection and measurement of signals of EIT in the

volume's estimation

The e�ect of the electrode arrangements and patterns of injection and measurement fo-
cused on volume estimation. The simulation experiments for this analysis used a FEM
model of the bladder and lower pelvis. The electrode arrangement is detailed in Sec-
tion 4.2. To estimate the volume of the bladder using GI, we applied the GN-OS recon-
struction algorithm with Noser regularization, because, according to the Table 5.2, they
presented the best performance. The Figures 5.4 to 5.8 present the volume estimation of
the simulated bladder, using the GI method with di�erent electrode arrays and injection
and measurement patterns. The dotted red line represents the theoretical volume of the
simulated bladder as a function of its radius. According to these Figures, the ring con-
�guration with adjacent patterns for injection and measurement (RN ad-ad) presents the
best approximation to the theoretical volume (Figure 5.7), followed by the semicircular
arrangement with injection and measurement in opposition (SC op-op) (Figure 5.8). The
disposition consisting of 2 vertical lines with adjacent injection and measurement patterns
(V2L ad-ad) presents an acceptable volume estimation (Figure 5.6). It is also evident that
the incremental behavior of |GI−1| is directly related with the volume of the simulated
bladder. The AE was calculated by normalizing both, the estimated and the theoretical
volume, to avoid the calculation of a scaling factor relating |GI−1| and m3.
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Figure 5.4: Estimated bladder volume with the coronet array (CN) and combinations of
adjacent (ad) and opposite (op) patterns.

The Table 5.3 shows the medians and interquartile ranges of AE considering simulated
signals free of noise. The RN ad-ad and SC op-op con�gurations have the lowest medians
(1.66 × 10−2 and 7.23 × 10−2, respectively). The interquartile ranges of these con�gura-
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Figure 5.5: Estimated bladder volume with 2 horizontal lines of electrodes (H2L) and
combinations of adjacent (ad) and opposite (op) patterns.
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Figure 5.6: Estimated bladder volume with 2 vertical lines of electrodes (V2L) and com-
binations of adjacent (ad) and opposite (op) patterns.
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Figure 5.7: Estimated bladder volume with the ring array (RN) and combinations of
adjacent (ad) and opposite (op) patterns.
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Figure 5.8: Estimated bladder volume with the semicircular array (SC) and combinations
of adjacent (ad) and opposite (op) patterns.
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Table 5.3: Median and intercuartile range of the absolute error for noise free measure-
ments.

Injection-Measurement
ad-ad ad-op op-ad op-op

Median
Interquatile

range
Median

Interquatile
range

Median
Interquatile

range
Median

Interquatile
range

CN 22.51× 10−2 32.20× 10−2 23.68× 10−2 46.69× 10−2 23.68× 10−2 46.69× 10−2 23.48× 10−2 49.94× 10−2

H2L 23.49× 10−2 49.58× 10−2 17.33× 10−2 27.65× 10−2 17.33× 10−2 27.65× 10−2 22.70× 10−2 51.67× 10−2

RN 1.66 × 10−2 2.75× 10−2 12.53× 10−2 25.39× 10−2 12.53× 10−2 25.39× 10−2 16.99× 10−2 35.96× 10−2

SC 19.31× 10−2 39.47× 10−2 21.03× 10−2 42.62× 10−2 21.30× 10−2 42.62× 10−2 7.23× 10−2 7.02× 10−2

V2L 10.72× 10−2 12.01× 10−2 19.00× 10−2 42.86× 10−2 19.00× 10−2 42.86× 10−2 16.17× 10−2 37.57× 10−2

Table 5.4: Median and intercuartile range of the absolute error for measurement with
Gaussian white noise.

Injection-Measurement
ad-ad ad-op op-ad op-op

Median
Interquatile

range
Median

Interquatile
range

Median
Interquatile

range
Median

Interquatile
range

CN 17.73× 10−2 22.16 × 10−2 22.66 × 10−2 44.15 × 10−2 23.78 × 10−2 44.92 × 10−2 24.13 × 10−2 49.88 × 10−2

H2L 23.72 × 10−2 48.15 × 10−2 11.03 × 10−2 29.84 × 10−2 13.02 × 10−2 22.17 × 10−2 23.09 × 10−2 51.00 × 10−2

RN 5.90 × 10−2 2.89 × 10−2 12.44 × 10−2 23.20 × 10−2 12.69 × 10−2 23.23 × 10−2 18.32 × 10−2 34.57 × 10−2

SC 18.45 × 10−2 39.73 × 10−2 22.32 × 10−2 45.74 × 10−2 19.91 × 10−2 43.38 × 10−2 6.46 × 10−2 6.85 × 10−2

V2L 11.95 × 10−2 14.57 × 10−2 16.41 × 10−2 44.05 × 10−2 18.92 × 10−2 42.68 × 10−2 15.86 × 10−2 37.07 × 10−2

tions are also the smallest, being both the best alternatives for volume estimation.

EIT systems are a�ected by two main sources of noise. One coming from the contact
impedance between the electrodes and skin, and the other generated by electrical noise.
The e�ects of noise on volume estimation accuracy are presented in the Table 5.4. For this
test, the SNR was set to 47.7 dB, which is the value measured for the system presented
in [222]. The RN ad-ad and SC op-op con�gurations presented the lowest median AE
values (5.90 × 10−2 and 6.46 × 10−2 respectively). The interquartile ranges of these
alternatives are also the smallest.

The root-mean-square-error (RMSE) was calculated for each con�guration. The Table 5.5
indicates that the con�gurations with the lowest RMSE are RN ad-ad and SN op-op.

Table 5.5: Root-mean-square of the volume estimation error, considering free-noise mea-
surements and with Gaussian white noise (SNR 47.7 dB).

Free noise measures measures with Gaussian noise
Injection-measurements pattern Injection-measurement pattern
ad-ad ad-op op-ad op-op ad-ad ad-op op-ad op-op

CN 37.8% 40.5% 40.5% 42.6% 51.5% 40.4% 40.9% 42.4%
H2L 44.5% 26.1% 26.1% 34.6% 44.6% 27.1% 28.9% 35.1%
RN 3.7% 22.3% 22.3% 31.9% 6.9% 23.5% 23.8% 32.2%
SC 35% 38% 38% 8.8% 35.1% 36.6% 38.3% 8.9%
V2L 9.7% 36.6% 36.6% 32.9% 13.3% 36.3% 36.8% 32.9%
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5.4 In-vitro experiments for volume estimation

The performance of GI, IRM, and VCR was evaluated using a cylindrical phantom �lled
with a saline solution (4 g/L) and three steel spheres of radius of 27.5, 35.0 and 37.5 mm.
For each trial, only one sphere was placed in the tank. The Kruskal-Wallis test was em-
ployed to determine whether the di�erences between measurements were signi�cant. For
the in-vitro experiments, we selected the ring arrangement and the adjacent patterns for
both, injection and measurement. This was because they presented the best performance
during the numerical simulation tests.

The Figures 5.9 to 5.12 show the box plot considering 30 measurements for each sphere.
The dispersion of the data was caused by the measurement noise. [46] shows that GI is
inversely proportional to the volume of the object. Hence, the Figure 5.9 presents the
results for |GI|−1 instead of GI. This index allows a good di�erentiation of the size of
each sphere.
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Figure 5.9: GI results for volume variation.

The Figure 5.10 shows that IRM [133] medians do not increase as the volume of the spheres
increases. Furthermore, the Table 5.6 suggests that these variables are nonlinearly related.
The results for VCR and MVCR are presented in Figures 5.11 and 5.12 respectively.
Interquartile ranges indicate that MVCR is much less sensitive to noise than VCR. On the
other hand, the medians of Figure 5.12 only di�er by the second decimal digit, indicating
that MVCR is also less sensitive to changes in volume.

For each of the four indices compared in this study, medians and interquartile ranges are
presented in Tables 5.6 and 5.7. The values were obtained by taking 30 measurements for
each sphere.

The GI, VCR and MVCR increase as the volume of the spheres increases (Table. 5.6).
The interquartile ranges of these indices (Table 5.7) show that it is feasible to discriminate
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Figure 5.10: IRM results for volume variation.
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Figure 5.11: VCR results for volume variation.
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Figure 5.12: MVCR results for volume variation.

Table 5.6: Medians of measurements for each volume estimation method and sphere size.
GI IRM VCR MVCR

Small 2.88 × 10−2 47 2.68 1.33
Medium 3.03 × 10−2 1.12 3.69 1.36
Large 3.14 × 10−2 2.91 6.09 1.38

Table 5.7: Interquartile ranges of measurements for each volume estimation method and
sphere size.

GI IRM VCR MVCR
Small 1.7 × 10−4 76 0.09 3 × 10−3

Medium 3.04 × 10−4 0.17 0.18 3.5 × 10−3

Large 3.5 × 10−4 0.95 0.21 4.2 × 10−3

between the volumes of the spheres, since there is no overlap between the data sets.

The Figure 5.13 show that the region center of GI approach has a very low sensitive,
near to zero (represented by white color); on the other hand, the IRM, VCR and MVCR
approaches show a negative sensitive (blue hue). Considering the sensitivity maps, these
indices could have a best performance if the object under study is placed near of the
electrodes; where the sensitive is high (dark red color).

The p-values from Kruskal-Wallis test for di�erences between the medians of the output
variables for each index are shown in Table 5.8. Di�erences between output variables were
considered insigni�cant when p > 0.05, which indicates the impossibility of distinguishing
between volumes. If p-values from Kruskal-Wallis test are p ≤ 0.05, then volumes are
distinguishable.

For the four methods, the Kruskal-Wallis test indicates that the di�erences between the
measurements obtained with each sphere are signi�cant. However, as presented in Ta-
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(a) (b)

(c) (d)

Figure 5.13: Sensitivity maps for ring electrodes arrangement: a) GI, b) IRM, c) VCR,
d) MVCR.

Table 5.8: p-values from Kruskal-Wallis test between for each index and sphere size.
GI IRM VCR MVCR

Small-Medium 1.34 × 10−8 2.26 × 10−7 1.24 × 10−8 1.32 × 10−8

Medium-Large 1.34 × 10−8 2.26 × 10−7 1.11 × 10−8 1.32 × 10−8

Small-Large 1.34 × 10−8 1.04 × 10−7 1.10 × 10−8 1.33 × 10−8

ble 5.6 there is no direct or inverse relationship between IRM medians and the volume of
the spheres.

5.5 In-vitro experiments to assess robustness against

urine conductivity uncertainty.

The estimation of bladder volume should consider that the conductivity of urine varies
with diet and pathogens of the urinary system. This implies that the estimation indices
must be robust against urine conductivity uncertainty. In this section, we study the e�ect
of the conductivity on the volume estimation.

The GI has been used in bladder monitoring experiments [5,132,133], in which the partic-
ipants begin with empty bladder and then drink a liquid of known conductivity. However,
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in practice, urine conductivity is known and greatly a�ect GI values.

The IRM index is de�ned by [133] as:

IRM =
Zs − Zf
Zb − Zf

(5.1)

Where the impedance Zf , Zb and Zs are de�ned as Zf , Uf/If , Zb , Ub/Ib and Zs ,
Us/Is, and will be represented as the sum of a constant value more the measurement noise:

Zf = Z̄f + εf

Zb = Z̄b + εb

Zs = Z̄s + εs

(5.2)

Then it's get:

IRM =

(
Z̄s − Z̄f

)
+ (εs − εf )(

Z̄b − Z̄f
)

+ (εb − εf )
(5.3)

When the object under study is at the center of the electrode arrangement of Figure 3.5,
then Uf = Ub = Us, and as consequence, Z̄f = Z̄b = Z̄s. The Figure 5.14 shows Uf ,
Ub and Us for system of two concentric disks presented in Section 3.2.1. When the three
impedances are equal, the resulting IRM will depend on the measurement noises but not
on the conductivity or the size of the object analyzed (Equation 5.4):
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Figure 5.14: Potential on electrodes calculated using the example of Section 3.2.1.
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IRM =
εs − εf
εb − εf

(5.4)

The analytical solution of the Laplace's equation for two concentric disks of di�erent
conductivity (Section 3.2.1) was used to assess the robustness of VCR and MVCR against
conductivity uncertainty. The Figures 5.15 and 5.16 show that VCR and MVCR depend
on the conductivity of the inner circle.
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Figure 5.15: Voltage ratio vs conductivity ratio.
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Figure 5.16: Modi�ed voltage ratio vs conductivity ratio.

As GI, IRM, VCR and MVCR are not robust against conductivity uncertainty, they were
not considered for the bladder phantom tests.

The FIM is another alternative for volume estimation through bioimpedance measures,
which places the electrodes on a plane frontal to the object under study. The Figures 5.17
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and 5.18 show the e�ect of the conductivity change on the impedance measurements of
the classic approach FIM4 (Section 3.5.2.1) on two concentric disk. The Figures 5.17 and
5.18 show that the smaller the radius of the inner disk, the lower is the sensitivity of FIM4
with respect to changes in conductivity. These simulation results suggest that the FIM
approach could be a promising alternative for volume estimation because its moderate
sensitivity to conductivity changes.
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Figure 5.17: Focused impedance vs conductivity ratio for small radius of inner circle.
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Figure 5.18: Focused impedance vs conductivity ratio for medium and big radius of the
inner circle.

The sensitivity maps for the approaches based in FIM are generated through the FEM
model of the bladder phantom of the Figure 4.9; the green circles represent the location
of the electrodes on the phantom, according to Figure 3.4. The Figure 5.19 shows the be-
havior of the sensitivity when the phantom's empty cavity has a radius 5.2 cm; the results
in this experiment show that the FIM4 and FIM-IE approaches have greater sensitivity in
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the central zone of the phantom than FIM-I. On the other hand, in Figure 5.20 shows the
di�erence of the sensitivity maps when the conductivity into the phantom cavity changes
from 1.027 to 1.877 S/m and 1.866 and 2.61 S/m. This experiment shows that the FIM-IE
index has lower sensibility to conductivity changes that FIM4 and FIM-I. Finally, from
sensitivity maps results 5.19 and 5.20 can be concluded that FIM approaches are good
alternative for volume estimation. Furthermore, the FIM-IE approach proposed is very
promising for long-term bladder monitoring because of its lower sensitivity to conductivity
changes.

(a) (b)

(c)

Figure 5.19: Sensitivity maps of bladder phantom with cavity of 5.2 cm of radius: a)FIM4,
b) FIM-I and c) FIM-IE

We used three phantoms with cavity radii of 2.50, 4.15 and 5.20 cm, and saline solution
conductivity levels of 1.207, 1.877 and 2.610 S/m considering the characteristics presented
in Section 4.5.2. Hence, the total number of experimental con�gurations for each method
(FIM-I, FIM-IE, FIM-4 and GI) is nine. Output variables for each method (electrical
potential for FIM-I, FIM-IE and FIM-4, and GI) were calculated by averaging the mea-
surements of 10 frames. For homogeneous measures, we used a reference conductivity of
0.217 S/m, which corresponds with the conductivity of the bladder wall.

For each of the four methods compared in this study, medians and interquartile ranges of
all combinations of cavities and conductivities are presented in Tables 5.9, 5.10, 5.11 and
5.12. The right-most column of these tables contain p-values from Kruskal-Wallis tests
for di�erences between median output variables for each method with varied radii of the



5.5 In-vitro experiments to assess robustness against urine conductivity uncertainty. 65

(a) (b)

(c) (d)

(e) (f)

Figure 5.20: Di�erence between the sensitivity maps due to conductivity change from: a)
1.27 to 1.877 S/m and FIM4, b) 1.877 to 2.61 S/m and FIM4, c) 1.27 to 1.877 S/m and
FIM-I, d) 1.877 to 2.61 S/m and FIM-I, e) 1.27 to 1.877 S/m and FIM-IE and f) 1.877 to
2.61 S/m and FIM-IE.
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cavity and constant conductivity. Di�erences between output variables were considered
insigni�cant when p > 0.05, which indicated failure to distinguish between volumes at the
given conductivity level. Under these conditions p-values are listed in the fourth column.
When p-values from Kruskal-Wallis tests are ≤ 0.05, then at least one of the cavities is
giving measurements that di�er from the other two. Under these conditions, all three
possible comparisons of cavities must be made, and the number in the fourth column
represents the comparison with the highest p-value.

In the Tables 5.9, 5.10, 5.11 and 5.12 we present p-values from Kruskal-Wallis tests for
di�erences between measurements made at constant volumes, for which insigni�cant dif-
ferences in conductivity (p ≤ 0.05) were associated, indicating robustness of the method
against uncertainties of conductivity. In these experiments, we used Kruskal-Wallis tests
instead of a one-way ANOVA because not all data sets were normally distributed. The
present bioimpedance methods were considered suitable for bladder volume estimations
if they indicate signi�cant di�erences between test cavities but no di�erences relating to
conductivity, as follows:

� Table column condition: All values in the last column must be ≤ 0.05, indicating
signi�cant di�erences between the three test cavities.

� Table row condition: All the values in the last row must be > 0.05 indicating insignif-
icant di�erences between measurements of volume despite di�ering conductivities.

In evaluations using the FIM-I method, electrical potential varies with increasing conduc-
tivity and constant volume (Figure 5.21). Additionally, at a conductivity value of 1.877
S/m, ∆P returned similar values for middle-sized and large cavities (p = 0.3245). In
addition, FIM-I was sensitive to conductivity.

Table 5.9: Median ± interquartile range for the volume estimated by the FIM-I approach;
p-values were calculated using Kruskal-Wallis tests for di�erences between median values.

Radius of the cavity
Small Medium Large p-value

1.027 1.31± 1.0 25.34± 2.5 32.09± 3.7 0.0291
1.877 0.24± 0.1 28.40± 5.5 29.53± 4.8 0.3245

S
/
m

2.610 0.48± 0.5 21.14± 0.8 24.17± 3.0 0.0294
p-value 0.0085 ≤ 0.001 ≤ 0.001

As shown in Figure 5.22, ∆P values were approximately constant for each cavity when
determined using the FIM-IE method, despite the di�ering conductivity levels of the
saline solution. The values in the last row of Table 5.10 indicate no signi�cant di�erences
(p > 0.05), whereas those in the last column of Table 5.10 show that FIM-IE measurements
di�er signi�cantly for the three cavities.

As shown in Figure 5.23, electrical potential from the FIM-4 method varies with increasing
conductivity and when cavity volumes are constant. Additionally, at a conductivity of
2.610 S/m, ∆P was similar for middle and large cavities. In all cases FIM-4 failed to
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Figure 5.21: Electrical potential estimated using the FIM-I approach; solid, dashed and
dotted lines represent cavities with large, medium and small radii, respectively.
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Figure 5.22: Electrical potential estimated by the FIM-IE approach; solid, dashed and
dotted lines represent cavities with large, medium, and small radii, respectively.

di�erentiate between volumes of at least two cavities (Table 5.11, last column). Like FIM-
I, measurements of electric potential from the FIM-4 approach were largely dependent on
conductivity (Table 5.11).
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Table 5.10: Median ± interquartile range for volume estimates from the FIM-IE approach;
di�erences between median values were identi�ed using Kruskal-Wallis tests.

Radius of the cavity
Small Medium Large p-value

1.027 0.54± 0.7 33.59± 2.9 42.09± 2.6 0.0298
1.877 0.24± 0.1 35.75± 4.6 44.54± 5.8 0.0298

S
/
m

2.610 0.33± 0.1 32.91± 1.8 41.74± 3.4 0.0298
p-value 0.3320 0.1409 0.1959
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Figure 5.23: Electrical potential estimated by the FIM-4 approach; solid, dashed and
dotted lines represent cavities with large, medium, and small radii, respectively.

In assessments using GI, median values varied with increasing conductivity of saline solu-
tions (Figure 5.24) when cavity volumes were kept constant. In addition, at a conductivity
of 1.027 S/m, GI values for the large cavity were less than those for the middle cavity.
Yet for a conductivity of 1.877 S/m, the GI values for the large cavity were greater than
for the middle-sized cavity. As listed in Table 5.12, GI fails in the row condition for all
three cavity sizes, and fails the column condition for the lowest cavity size.

In summary, FIM-I, FIM4, and GI approaches do not satisfy the row condition of similar
values over a range of conductivities. Speci�cally, all three methods are subject to electri-
cal conductivity of saline solutions. These three methods also fail the column condition
of di�ering measurements between di�erent sized cavities for at least one of the cavities.
In contrast, the FIM-IE approach satis�es both conditions and returns electrical potential
values that vary with cavity sizes, with low sensitivity to the urine conductivity.
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Table 5.11: Median ± interquartile ranges for volumes estimated by the FIM4 approach;
di�erences between median values were identi�ed using Kruskal-Wallis tests.

Radius of the cavity
Small Medium Large p-value

1.027 0.00± 6.2 105.82± 6.2 145.94± 24.7 0.2751
1.877 58.39± 19.1 127.33± 154.9 294.00± 55.6 0.1825

S
/
m

2.610 47.51± 16.1 91.34± 40.3 79.24± 59.6 0.4254
p-value ≤ 0.001 0.0012 ≤ 0.001
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Figure 5.24: GI estimated by the GI approach; solid, dashed and dotted lines represent
cavities with large, medium, and small radii, respectively.

5.6 Summary

The performance of EIT image reconstruction algorithms is discussed in Section 5.2. The
high-order algorithm was used to calculate the potentials in FEM and CEM model, since
it has a higher calculation speed (Table 5.1). On the other hand, the best accuracy for the
reconstruction of EIT images was obtained using the combination 〈FEM, Noser, GN-OS〉
(Table 5.2).

With respect to electrode arrays and their e�ect on volume estimation; it was determined,
by simulation, that the classic ring arrangement with adjacent injection and measurement
patterns are the best con�guration when the GI index is used (Tables 5.3 and 5.4). Al-
though the GI index estimates the volume of an object with constant conductivity, this
is not a suitable alternative for bladder monitoring, since urine presents high uncertainty
in its conductivity. This is why the IRM, VCR, MVCR and FIM (FIM4, FIM-I, FIM-IE)
approaches were studied; determining that the FIM-IE approach is the best alternative
for long-term monitoring of the bladder due to the results on bladder phantom presented
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Table 5.12: Median ± interquartile ranges for volumes estimated using the GI approach;
di�erences between median values were identi�ed using Kruskal-Wallis tests.

Radius of the cavity
Small Medium Large p-value

1.027 78.69± 93.2 1362.22± 112.5 1018.22± 725.5 0.6300
1.877 54.04± 82.1 2537.48± 103.4 3751.78± 462.0 0.0292

S
/
m

2.610 259.72± 32.8 3484.70± 26.3 4955.52± 128.9 0.0296
p-value 0.0012 ≤ 0.001 ≤ 0.001

in Section 5.5.



6
Discussion and Conclusions

6.1 Introduction

In this chapter, we discuss: i) the biological process selected to design the EIT system, ii)
the performance of the EIT system to monitoring the biological process under study iii)
the algorithms to solve forward and inverse EIT problems and the spatial arrangement of
electrodes and the patterns for current injection and voltage measurement, iv) the in-vitro
performance of GI, VCR, MRI and MVCR for constant and non-constant conductivity.

6.2 Biological process to study with EIT system of low

temporal and spatial resolution

The bibliographic review presented in Section 2.2 shows that current signals of 1 mA at 50
kHz are the commonly used in EIT image reconstruction. Additionally, [91] and [3] point
out that a system with low spatial resolution (8 electrodes) presents good performance in
biomedical applications. With regard to the temporal variability of the conductivity of
biological processes, the urinary and cerebral systems require low frame rates.

In this thesis the bladder volume was selected as case study because it presents a low
temporal variability of its conductivity. However, the results presented in [15,73,132,133]
show that the uncertainty of the urine generates erroneous estimates of the bladder volume,
which is a limitation for long-term monitoring. In this work, an algorithm based on FIM
was proposed, which presents low sensitivity to the uncertainty of conductivity, being a
promising alternative for long-term monitoring of bladder size as evidenced in Figure 5.22.

According to Figures 5.9, 5.11 and 5.12, when using a simple ring con�guration, GI, VCR
and MVCR di�erentiate objects with di�erent volume but with the same conductivity.
These methods have relative and absolute errors lower than 1.90% and 11.56%, respec-
tively. Furthermore, the interquartile ranges (Tables 5.7, 5.9, 5.10 and 5.11) indicate that
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GI, VCR, and MVCR have low sensitivity to noise. On the other hand, in the case of the
IRM method, it does not detect small objects, which is in agreement with [133].

6.3 Performance of EIT image reconstruction

The EIT forward problem is solved using the �nite element method that consists of dis-
cretizing the object under study and its environment to produce a geometric structure
called mesh. The mesh density in the vicinity of the electrodes is used to estimate voltage
gradients through the Newman conditions (Eq. 3.4). These estimates were obtained us-
ing higher order and �rst order algorithms, which presented the same errors for the four
experiments considered in Table 5.1. These results are in agreement with [178], which
through simulation analyzed the converge of a 2D forward problem. This thesis extended
the results of [178] to a 3D forward problem, in addition to using real data. The Table 5.1
also showed that in all experiments, the higher order algorithm has a shorter calculation
time than the �rst-order algorithm. These same observations were also reported in [177]
and [178].

Regarding reconstruction algorithms, we found that the combination 〈FEM, Noser, GN-
OS〉 gave the lowest error, while 〈FEM, Laplace, GN〉 had the worst performance (Table
5.2). On the contrary, [8] reports that this last triplet had the best performance. This
discrepancy originates from the number of electrodes; 8 in our case and 16 in the other.
In [223], 〈Total Variation, GN〉 and 〈Noser, GN〉 had better performance that 〈Laplace,
GN〉. Our results suggest that 8 electrodes for EIT image reconstruction are enough
to estimate the size and conductivity of an object when the combination 〈FEM, Noser,
GN-OS〉 is employed.

6.4 Analysis of electrodes arrangement and injection

and measurement patterns in volume estimation

With respect to electrode con�guration, RN ad-ad led to the smallest absolute errors
for noise and noise-free measurements (Table 5.5). This last result is in disagreement
with [46], which found that double ring, quadruple ring, double ventral semicircular, and
4x4 matrix performed better than RN. Considering that the forward models used here
and in [46] were similar, the di�erence in the results can be explained by the number of
electrodes employed in each study; while we used 8 electrodes, [46] used 16. This indicates
that the accuracy in the estimation of the volume is highly a�ected by the number of the
electrodes when the RN con�guration is used.

As presented in Figures 5.4 to 5.8, the injection and measurement patterns in�uence
volume estimation. The electrode arrangements CN, H2L, RN, SC, and V2L presented
a RMS volume estimation error between 22.3% and 40.9%, when the opposite pattern
was used either for injection or measurement (Table 5.5). The e�ects of injection and
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measurement patterns on volume estimation using GI is a topic that, to the best of our
knowledge, has not been analyzed, so our work provides an important contribution in this
regard.

The obtained results suggest that for 8 electrodes the RN ad-ad con�guration is the best
alternative for volume estimation when the electrodes are located in a transverse plane.
On the other hand, if several transverse planes are considered to locate the electrodes, the
V2L ad-ad con�guration is the best alternative.

The Figures 5.13 and 5.19 show that the FIM-I and FIM IE electrode arrangements
proposed in this thesis, and FIM4 proposed in [211] present a higher sensitivity in the
central region than those based on the single ring con�guration. This suggests that the
former are more appropriate for detecting conductivity changes of small volume objects.
However, this claim is challenged by the experimental results presented in the �rst column
of Tables 5.9 to 5.12, where only FIM-IE cannot distinguish changes in conductivity.
Here it is important to clarify that this feature of FIM-IE is not a disadvantage but an
advantage, considering that for bladder volume monitoring, the approach is to obtain
volume estimates robust to the uncertainty of conductivity.

6.5 Performance of volume estimation through

bioimpedance measurements

The linear relationship between |GI|−1 and volume was con�rmed in our in-vitro experi-
ments (Section 5.4), as in [132�135]. The Figure 5.9 indicates that the volume of the steel
spheres is linearly correlated with |GI|−1. The interquartile ranges, lower than 3.5E − 4,
reveal the low sensitivity of |GI|−1 to measurement noise (Table 5.7). In addition, the
Kruskal Wallis test (Table 5.8) con�rmed that the di�erence between the |GI|−1 values
for each sphere were signi�cant (p ≤ 0.001). These results suggest that GI is viable for
volume monitoring when 8 electrodes, in single ring con�guration, are used.

In this thesis, the volume of the steel spheres was also estimated using bioimpedance
approaches, which do not require of image reconstruction algorithms:

� The median values of the IRM measurements signi�cantly di�er for the three spheres
(Table 5.8); however, they do not correlate positively or negatively with the volume
of the sphere. The Table 5.6 shows that the medium sphere has the lowest median,
while the small sphere has the largest median. This is because when the object under
study is symmetrically located with respect to the electrodes, the front, rear and side
voltages are the same, and as a consequence the IRM becomes a quotient of noises
(Equation 5.4). This fact makes IRM unsuitable for bladder volume estimation.

� The Figure 5.11 shows that the VCR measurements for each sphere do not over-
lap. The Table 5.8 evidences that the median values of the VCR measurements
signi�cantly di�er for the three spheres and positively correlate with their volume
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(Table 5.6). This positive correlation was also observed in [74] for human bladder
monitoring. Furthermore, [74] found a linear correlation between bladder volume
and VCR measurements.

� MVCR, proposed as part of this thesis, is an extension of VCR that uses eight
voltage measurements to improve robustness against noise. As seen in Table 5.6,
the interquartile ranges for MCVR are lower than those for VCR. Like VCR, MVCR
leads to signi�cant di�erences in the measurements for each sphere (Table 5.8).

The results obtained with the metallic spheres and the saline solution show that GI, VCR
and MVCR are suitable approaches for volume monitoring when the conductivity of the
object under study is unknown but constant. VCR had the highest sensitivity to volume
variation, while MVCR had the highest noise robustness. Both VCR and MVCR are easier
to implement than GI because they do not require an image reconstruction algorithm.

The Figures 5.15 and 5.16 show that when the volume remains constant but the conduc-
tivity varies, the VCR and MVCR estimates also vary, making it impossible to distinguish
between changes in volume and changes in conductivity. GI su�ers from the same problem
as VCR and MVCR because it is calculated as the sum of the conductivity pixels of an
image; and as a consequence, a large moderate-conductivity object can have the similar
GI as a medium, high-conductivity object (Figure 5.24).

The bioimpedance approaches used in this thesis detect changes in volume when the
conductivity of the object under study remains constant. Furthermore, these methods
require less computational e�ort than the GI approach, which is based on di�erential EIT
and as consequence requires to solve inverse problem.

6.6 Robustness of the bladder volume estimation against

uncertainty of urine conductivity

Fundamental to deciding whether a bioimpedance approach can be used to inform bladder
volume in people with UI is whether the method estimates the volume of an object with
unknown conductivity. To address this limitation, we compared GI with three FIM ap-
proaches. Speci�cally, we determined whether each approach di�erentiates between three
cavities of di�erent volumes of liquid with unknown conductivity.

GI has been recently proposed to estimate bladder volumes, predominantly because a
linear relationship with volumes of objects has been shown. In a previous study [134]
of nine male paraplegic patients, a strong Pearson's correlation was reported between
GI and bladder volume. This correlation was negative for four patients because the
conductivity of urine is higher than that of surrounding organs. Yet, positive correlations
were identi�ed in other �ve patients, and these were attributed to bladder movements
outside measurement areas. In all of the present experiments with GI (Figure 5.24), these
correlations were negative because the conductivities of the saline solutions (1.027, 1.877,
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and 2.610 S/m) were higher than that of the background (0.217 S/m). In a previous
study [134], conductivity was kept constant in urine samples by �lling bladders with a
contrast �uid of known conductivity. As a consequence, the e�ects of electrical properties
of urine were not investigated in their study. Additionally, the e�ects of patient urine
production were reduced by performing the experiment over only 30 min.

In a simulation study comparing errors of volume estimates, noise tolerance, and sensi-
tivity to urine conductivity of GI with those of three EIT-based methods [132], average
errors were lower than 5% and had insigni�cant standard deviations after calibrating the
equation relating volume with GI. But changes in urine conductivity required further cali-
bration to avoid over or under-estimation of volumes. In another study, GI was compared
with other bioimpedance approaches [17], and GI values largely depended on the conduc-
tivity of urine. The data presented herein (Table 5.12) show that for a constant �uid
volume signi�cant di�erences (p < 0.05) in GI values follow conductivity changes. These
results are in agreement with previous studies [132], [17], indicating that GI can be used
to estimate volumes only when conductivity of the object under study remains constant.

The FIM-4 approach was proposed in a previous study [224], and comprises two mutually
orthogonal tetrapolar measurements to estimate the impedance of an object that is located
below the plane formed by the electrodes. Based on FIM-4, a method for organ volume
estimation was proposed [225], and it was shown that simulations that are based on �nite
elements give linear relationships between volumes of study objects and sensitivity, which
is de�ned as the quotient of impedance variation and the distance between electrodes.
In addition, simulation experiments that were performed in a saline tank demonstrated
that the constant that relates volume and sensitivity depends on the conductivity of the
object and on its depth with respect to the plane of electrodes. Similarly, we show that
for a constant volume, the values given by FIM-I and FIM-4 approaches depend on the
conductivity of the saline solution (Tables 5.9 and 5.11). Our experiments with FIM-IE,
however, showed no dependence of volume measurements on the conductivity of saline
solutions (Table 5.10), and strict dependence on the volume of the cavity. The main
di�erence between these three FIM approaches is the additional information required to
calculate variations of electrical potential. Unlike FIM-I and FIM-4 procedures, FIM-IE is
performed by injecting current and measuring voltage on internal and external electrodes.
When current is injected through internal electrodes, voltage is measured at the external
electrodes, and vice versa.

Each of the present bioimpedance approaches for estimating bladder volumes requires a
calibration procedure that begins by emptying the patient's bladder and then using uro-
dynamics to relate bladder volumes to the bioimpedance variable. The resulting equations
relate measurements with volumes but are only valid when urine conductivity is equal to
that during the calibration phase. Because urine conductivity varies physiologically, it is
important to use bioimpedance approaches for which measured variables are independent
of urine conductivity. Herein, we demonstrate that the FIM-IE approach meets these cri-
teria, although more tests are required. Initially, such tests will require a phantom bladder
with irregularly shaped cavities of variable volume that allow experiments with more than
three volumes. Additionally, to make the phantom prototype more realistic, the container
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will be cylindrical and the electrodes will be placed on its front side. Another aspect
to consider in future experiments is that the conductivity of urine in the bladder is not
constant as its volume increases. The ensuing experiments will verify the generalizability
of the FIM-IE approach.

Finally, the results obtained in this thesis lead us to conclude that the proposed FIM-IE
approach has low sensitivity against conductivity uncertainty, allowing a volume moni-
toring to long-term; contrary to the performance show the VCR, IRM and GI indices,
which have high sensibility to conductivity uncertainty as is reported in [17,74,132,134].
On the other hand, the developed 8-electrode EIT system is a novel low-cost alternative
for monitoring biological processes with low temporal variability of their conductivity.
Whereby the FIM-IE and the 8-electrode EIT system, based in the AFE4300 device,
are a promising alternative for long-term bladder monitoring. Our contribution seeks to
avoid catheterization processes in patients with loss of micturition sensation, and as a
consequence potential risks of infection for the urinary system.

Unlike the VCR, MRI, and GI approaches, which are highly sensitive to conductivity
changes [17,74,132,134], FIM-IE is very robust to uncertainty in this variable, making it
suitable for long-term bladder volume monitoring. Therefore, FIM-IE combined with the
proposed EIT system is a promising alternative to avoid catheterization in patients with
loss of voiding sensation.

In-vivo testing will be the next step in this research project, with the aim of establishing
a correlation between FIM-IE and the volume of the human bladder. The time and
complexity required to include an experimental phase with patients, including approval of
equipment by national agencies, establishment of collaboration with a research hospital
and approval of experiments by ethical committees have prevented us to include this phase
in the thesis, which has been performed in an electrical engineering department.
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